The Low Beta Anomaly and Estimation Interval
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Abstract
The purpose of this study was to assess the nature of the relationship between equity beta, and post-estimation return. Specifically, this study sought to address the validity and persistence of the low-beta anomaly across multiple beta estimation intervals. Within the twenty-year sample period from January of 1994 to December of 2013 this research covered ten different beta estimation intervals to determine whether a statistically significant and theoretically consistent relationship existed between equity beta and post-estimation realized return. This research provided two basic conclusions: First, the low-beta anomaly is not robust across multiple beta estimation intervals. Second, with any test of the relationship between beta and return the choice of beta estimation interval matters. Different estimation intervals sometimes provide contradictory empirical results for the same period.
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1. Introduction
Investment selection and the assessment of risk are important concepts to finance academics, investment professionals, and the investing public. The Capital Asset Pricing Model has long been the gold-standard theoretical tool for determining asset prices in academic research as well as for industry professionals in security markets (Shefrin, 2001)(Clarke, De Silva, & Thorley, 2006).

The core tenet of the Capital Asset Pricing Model is that a security’s return is a function of its exposure to market risk, with expected return increasing as the risk of the security increases. In the Capital Asset Pricing Model, risk is quantified by the measure of beta (Hagin, 1979). A large body of research has been created which incorporates, tests, or extends the CAPM-theorized relationship between beta and return. Some of these tests claim to support, while others claim to discredit, the CAPM. As discredit to the CAPM, a number of published tests suggest that the relationship between beta and return is in fact, inverse. This classification of the beta/return relationship is called the “low-beta anomaly” because of its contrast to the traditional theory as presented in the CAPM.

Beta is measured as the covariance of a security’s return and a given index, divided by the variance of the same index. Commonly, five years of the covariance of monthly returns is used, although this is not a necessity and any covariance and return interval can be used. Although this estimation interval is used extensively in research which supports the low-beta anomaly, there is very little, if any, justification for the selection of this estimation interval over the choice of other estimation intervals.

An important concept for investors and investment practitioners is whether the security market line of the Capital Asset Pricing Model can be applied to real investment decisions in a useful manner.

A number of researchers have addressed this issue by empirically testing the relationship of beta and realized return for individual securities with a majority of research supporting a positive relationship (Baker et al., 2011; Black, Jensen, & Scholes, 1972; Fama & French, 1992; Fama & MacBeth, 1973; Kothari, Shanken, & Sloan, 1995; Sharpe & Cooper, 1972). The predominately supported view is thus that the relationship between beta and expected return is direct and linear, and is the way it is commonly presented in academic textbooks and classrooms.

The purpose of this work was to assess whether there does in fact exist a direct, or inverse, relationship between a security’s beta and its expected return, across a broad spectrum of beta estimation intervals. This is important because many studies that are discussed in this work make little mention of the estimation interval used in constructing beta estimates, and most rely on the same, single estimation interval; five years of monthly returns. The
true nature of the relationship, and the identification of an appropriate estimation interval, has significant impact on the proper application of beta estimates in making capital allocation decisions.

2. Literature Review

A minority of these empirical tests do not support a strong positive relationship between beta and equity return as predicted by the Capital Asset Pricing Model. Studies mentioned in Blitz et. al. (2014) that have empirically tested the theory of the CAPM suggest a flat or even inverse relationship between beta and realized return. This relationship is known in the academic literature and to practitioners as the “low-beta anomaly”. The low-beta anomaly and theories of its causes are widely discussed in the literature on behavioral finance (Baker et al., 2014; Baker et al., 2011; Blitz et al., 2014).

In order to construct a test of the relationship between beta and equity return it is necessary to first estimate a value for beta, since future beta cannot be known. The most common method of estimating future beta is to use historical return data. (Gregory-Allen et al., 1994; Groenewold & Fraser, 2000). There is also a strong practical appeal to estimating beta in this manner in that the data is readily available from a number of sources, all you need is historical returns for a given security and the benchmark index, and the process does not require overly technical procedures – much like the straightforward intuitive appeal of the CAPM itself.

Two important areas to consider when estimating beta are the stability of beta estimates and the estimation interval used to construct beta estimates. These considerations are critical because beta values may vary based on these factors, which in turn may affect any empirical findings regarding the relationship between beta and return (Groenewold & Fraser, 2000).

Beta stability, referred to as stationarity in such early papers as Alexander & Chervany (1980), Blume (1971), Gooding & O’Malley (1977), and Theobald (1981), is the degree to which beta values remain unchanged through a time series. This is a critical issue to the discussion of the CAPM in this study in that as the value of beta changes, the expected return on a given security will subsequently change (Sharpe, 1964).

Blume (1971) tested the stability of beta for securities and portfolios from July 1926 to June 1968 on portfolios consisting of 1, 2, 4, 7, 10, 20, 35, 50, 75, and 100 securities. Blume divided the sample period into six different seven-year periods. For each period, he calculated beta values for individual securities and grouped the securities into random portfolios containing the number of securities as outlined above. He then compared correlation of individual beta and equal-weight (average) beta of each portfolio to the same measure in the next seven year period. Blume found that the correlations ranged from a low of .59 to a high of 1.00, gradually increasing as the number of securities in the portfolio increased.

His conclusion was that beta values for individual securities were largely unstable but that beta values for portfolios were more stable, and that stability increased as more securities are added to the portfolio (Blume, 1971). Alexander and Chervany (1980) note the importance of accurately measuring beta coefficients in relation to the stability of beta. They conclude that groupings of ten of more securities increase the stability of beta for a portfolio. Abdymomunov and Morley (2011), Bos and Newbold (1984), Groenewold and Fraser (2000), Fabozzi and Francis (1978), Ohlson and Rosenberg (1982), and McEnally and Upton (1979) have confirmed these results and it is widely accepted that beta is indeed unstable and time-varying. This fact serves as one of the central tenets of this research.

The beta estimation interval refers to the length of time used for purposes of measuring beta. Beta is found by Equation 1 where R is return on a security and M is return on the market:

\[ \beta = \frac{COV(R,M)}{VAR(M)} \] (1)

What is not designated in the formula is the time interval used to calculate covariance, nor the interval for measuring returns. This leaves open the specific method of calculation which requires two choices to be made.

First, the return interval needs to be identified. Commonly used return intervals correspond to basic calendar intervals such as a day, week, month, quarter, year, etc (Groenewold & Fraser, 2000). Second, the period over which covariance between the security and market return will be calculated must be established. Again, covariance periods usually correspond to a customary calendar measure, but it is not necessary.

For either of these choices, any interval can be chosen and any combination of return and covariance interval is acceptable provided the covariance interval is longer than the return interval for the simple mathematical necessity of being able to calculate covariance; there must be multiple return intervals present in order to calculate covariance.
Most studies have used the covariance of monthly returns for a five-year period (Baker et al. 2014; Baker et al. 2011; Fama & French, 1992; 2004; Fama & MacBeth 1973). However, there is no supporting theory (or non-supporting for that matter), nor any existing empirical verification, for the selection of that estimation interval.

Kothari et al. (1995) attributed the extensive use of monthly returns to simple data availability and find that betas calculated from annual returns weaken the conclusions drawn by Fama & French (1992) who use monthly return. Levhari and Levy (1977) demonstrated that the use of return data from different time intervals will alter beta values. Brailsford and Josev (1997) also demonstrated this fact, known as the interval effect.

Acker and Duck (2007) addressed the use of monthly returns in academic studies. They find that even the choice of reference day, such as the 1st of each month or the 15th of each month, for calculating monthly returns can have significant effects and determine that robustness tests, using different reference days, should be performed for conclusions drawn from monthly return data.

Baesel (1974) studied the effect of the estimation interval on the stability of beta. Estimating beta from historical monthly returns over 12, 24, 48, 72, and 108 months Baesel (1974) confirmed the finding in Blume (1971) that beta for individual securities are unstable, but that stability increases with the length of the estimation interval.

Groenewold and Fraser (2000) discussed the time-varying nature of beta and found that simple historical betas served as the best estimate of future beta compared to more sophisticated forecasting techniques that incorporated trend and accounted for changing macroeconomic conditions. Groenewold and Fraser (2000) also noted that the “Five-year rule of thumb”, in reference to the standard practice of calculating covariance over five years, is, as are other methods, ad hoc.

3. Hypothesis Development

Levhari and Levi (1977) and Brailsford and Josev (1997) demonstrated that calculating beta using different intervals produces differing betas. Blume (1971) and Baesel (1974) showed that beta for an individual security is relatively unstable and changes through time. It has further been shown by Kothari et al. (1995) and Groenewold and Fraser (2000) that different values for beta will yield different results in empirical tests of the relationship between beta and return.

Previous tests of the CAPM-theorized relationship between beta and return that have found it to be inverse have largely focused on one single interval measurement to estimate beta – five years of monthly returns (Baker et al., 2014; Baker et al., 2011; Fama & French, 1992; 2004; Fama & MacBeth 1973). That is to say, the low-beta anomaly has essentially been studied on a single estimate of beta.

By testing the relationship between beta and return across multiple different estimation intervals as outlined in the methodology section, we can test the robustness of the low-beta anomaly and learn if the results of such tests are dependent on a single estimation interval. Given the research outlined above, it is expected that an empirical difference exists in the relationship between estimated beta and expected return when the beta estimations differ. Knowing this may aid in the future identification of an estimation interval that is empirically superior for estimating equity returns, and speak to the nature of the relationship between beta and return.

This will provide insight into the usefulness of using historical return data to estimate beta, and subsequently using that beta to estimate expected return. Given the pervasiveness of the CAPM and beta in both academics and practice, this is extremely valuable.

4. Methodology

The testing was conducted using the Vanguard Total Stock Market Index as the market proxy, and a sample of constituents of the S&P 500 index as the individual securities for the period 1994 – 2013.

Return data representative of the CRSP US Total Market Index, the Vanguard Total Stock Market Index, was collected using the ticker symbol VTSMX, which is the oldest share class for this fund and enables the use of more historical observations to test a longer sample period.

Vanguard is known in the investment industry as the index leader (Huang, 2013; Grind, 2015). They are the accepted standard for indexing, and the Vanguard Total Stock Market Index is representative of a broad stroke of the U.S. equity market. The Vanguard Total Stock Market Index was formed in 1992, and it therefore provides market data for the entire study period of 1994-2013 (Vanguard.com).

Individual equity securities were selected from among the constituents of the Standard and Poor’s 500 index. This provided a sample that minimized the problems of non-uniformity discussed by Haugen and Heins (1972).
Beta was estimated for each security according to each covariance and return interval outlined in Table 1. Reading across the top row, beta values were estimated from the covariance of six months of weekly returns, one year of weekly returns, three years of weekly returns, five years of weekly returns. The process was then repeated for monthly and annual returns.

Table 1. Estimation Intervals

<table>
<thead>
<tr>
<th>Return Period</th>
<th>Estimation Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly</td>
<td>6 mo</td>
</tr>
<tr>
<td></td>
<td>1-Year</td>
</tr>
<tr>
<td></td>
<td>3-Year</td>
</tr>
<tr>
<td></td>
<td>5-Year</td>
</tr>
<tr>
<td>Monthly</td>
<td>6 mo</td>
</tr>
<tr>
<td></td>
<td>1-Year</td>
</tr>
<tr>
<td></td>
<td>3-Year</td>
</tr>
<tr>
<td></td>
<td>5-year</td>
</tr>
<tr>
<td>Annual</td>
<td>3-Year</td>
</tr>
<tr>
<td></td>
<td>5-Year</td>
</tr>
</tbody>
</table>

Beta estimation and testing followed the same technique as Fama and MacBeth (1973), Fama and French (1996), Lakonishok and Shapiro (1984), and Pettengill et al. (1995). These studies, and many others, follow the precedent established by Black et al. (1972), who used a double-pass regression (Dempsey, 2013) in which betas were established for individual securities from historical time series of security and market return. They then ranked the stocks according to beta and sorted each ranking into deciles. The average return and beta of each decile were then regressed to show the relative impact of high and low beta on capital asset prices. This method has been used extensively to test the CAPM in pure form and in conjunction with many other variables in addition to the traditional beta (Fama & French 1992; 1996).

For each beta measurement this research estimated individual betas according to the calculations in Table 1 by regression of the realized return of each security with the realized return of representative market index, VTSMX, for the same period. For each beta estimation interval, beta was then regressed to the post-estimation annual return for each security as done by Fama and French (1992) and Kothari, et al. (1995). The methodological element mentioned in the proceeding section, accounting for the conditional relation, necessitates running the second pass of the regression on each beta and each security’s return, as opposed to grouping first into deciles.

Within the study sample lie two distinct and significant bear markets following the burst of the “dot-com” bubble of late 2000 and the sub-prime mortgage bubble of late 2007 as seen in the price chart of VTSMX in Figure 1.

McEnally and Upton (1979) as well as Pettengill et al. (1995) address prior studies of the relationship between beta and realized return that have found a small or insignificant relationship between these two variables. They suggested that earlier studies failed to account for the conditional relation between beta and returns by aggregating periods of positive market return with periods of negative market return.

In periods of positive market return, the relationship between beta and return should be positive while in periods of negative market return the relation between beta and realized return should be negative. A proper test of the relationship between beta and realized return should distinguish between periods of positive and negative market return (McEnally & Upton, 1979; Pettengill et al., 1995).
To address the conditional relation discussed by McEnally and Upton (1979) and Pettengill et al. (1995), the sample was divided into the following in-sample sub periods:

2. September 7, 2000 - October 9, 2002
3. October 9, 2002 - October 12, 2007
4. October 12, 2007 - March 6, 2009
5. March 6, 2009 – December 31, 2013

The start and end points for the test periods are the high and low points that mark the beginning and end of major market runs. For each of the above periods, the second pass of the regression was run for each measurement interval with the securities whose entire return period falls within the sub-period. The nature of beta estimation in this study does not allow for a test of the October 12, 2007 – March 6, 2009 period because it is not possible to measure a full year of post-estimation return within the sub-sample based on the method outlined above.

Following the method of Fama and French (1992), security betas were estimated in June of each year. However, in this research, the second pass of the regressions were not run on the averages of the data sorted into deciles. Instead, the second pass was run using the raw data from each securities beta estimate and post-estimation return. Because an account was made for the conditional relation between beta and return, the test periods are shorter than in previous studies. Using the raw data calculated in the first pass regression provided many more observations than would be afforded with the use of deciles. In this research, test runs of the second pass of the regression on deciles formed from the first pass produced poor statistical results, namely very large P-values and very low or negative R². This is indicative of having too few observations and corrected by running the second pass on raw data obtained from the first pass.

Once a security beta was estimated in June, the annual return of each security was then calculated from July to the following July. For each beta estimation interval, each securities beta and post-estimation realized annual return are regressed to determine the significance of beta in predicting return. Forming portfolios in June follows Fama and French (1992) who chose this method based on the reporting of accounting data they incorporated into their model.

The central question was whether the low-beta anomaly was present for a given beta-estimation interval. The sign of the slope of the regression equations determines whether higher-beta stocks produce higher realized return for a given time-interval measurement, within a given time period. A negative sign for the regression slope demonstrates that the relationship between beta and realized return is inverse; higher beta stocks produce lower realized returns and lower beta stocks produce higher returns. A positive slope indicates a direct relationship between beta and return. For periods of positive market return, it is theorized, according to the CAPM, that the relationship is positive and the regressions will produce positive slopes. For periods of negative market return it is theorized that the relationship between beta and return is negative and will produce negative slopes. Therefore, the low beta anomaly is present only when this situation is reversed. If the low-beta anomaly is present for a given beta estimation interval, then the slope of the regression equation will be negative during periods of positive market return, or positive during periods of negative market return.

Regression analysis involves an estimation of the linear relationship between two variables. The linear regression equation is as follows in Equation 2: (Anderson et al., 2008).

\[ y = \beta_0 + \beta_1 X + \varepsilon \]  

(2)

In the linear regression equation y is the predicted value of the dependent value, \( \beta_0 \) is the Y intercept when the line is plotted on a coordinate system, \( \beta_1 \) is the estimated slope of the line which represents the ratio of a change in the dependent variable to a change in the independent, or predictor, variable. \( \varepsilon \) is the error term, or the degree to which the linear equation does not perfectly predict the value of y for a given value of X.

In order to determine the presence of the low-beta anomaly, the following hypotheses were tested for each estimation interval, in each of the test period sub-sets, as well as for the entire sample period. Therefore, the second pass of the regression was ran a total of 50 times in order to encompass each testing sub-period within an estimation interval.

The null hypothesis states that the beta coefficient is equal to zero. In a linear regression model, the beta coefficient indicates the degree to which the predictor (independent) variable influences the outcome of the dependent variable, y. Therefore, a null hypothesis of \( H_0: \beta = 0 \) means that the independent variable does not influence the outcome of the predicted y. In this research, \( \beta \) estimates from the first regressions are the predictor variables, and post-estimation
realized return is the dependent variable. The alternate hypothesis is a statement that the beta coefficient of the predictor variable is a non-zero number meaning that the predictor variable does explain some of the variation in y.

H₀ : Equity Beta does not affect equity return. (β = 0)
H₁ : Equity beta does affect equity return. (β ≠ 0)

It is necessary to test for statistical significance of estimated regression coefficients (Anderson et al., 2008). In order to do so, the regression p-value is compared to the chosen α-level.

The p-value of a regression, or any statistical test, is the probability that the statistical results obtained could also be observed if the null hypothesis were true. Therefore, a higher calculated p-value lends less support to the alternate hypothesis.

α is the level of significance associated with a hypothesis test, and is the statistical probability of rejecting a true null hypothesis. This is known as Type I error (Anderson et al., 2008). The α-level is chosen by the researcher, and is often expressed in values of .01, .05, and .10, although any value can be chosen. In financial and economic tests, .05 is commonly chosen. An α-level of .05 means that there is a 5% chance of rejecting a true null hypothesis.

With α = .05 each regression tested for a significant relationship between beta and realized return at a 95% level of confidence. When the calculated p-value is less than the chosen alpha, the null hypothesis is rejected and the alternate hypothesis is accepted. If the p-value for each regression coefficient was greater than the chosen alpha of .05 then a failure to reject the null occurred.

In this research, a rejection of the null hypothesis, H₀ : β = 0, means that β is found to have a statistically significant explanatory effect on the post-estimation realized return of a security, while a failure to reject the null means that the beta coefficient has no effect on realized return.

A rejection of the null, coupled with the appropriate sign of the slope dependent on market phase, is needed in order to reach a conclusion. The theoretically supported conclusion for each second-pass regression is that the beta coefficient is significant and is positive when the market return is positive and negative when the market return is negative.

5. Results

For each of the sub-periods, the null, H₀: β=0, is rejected and the alternate, H₁: β≠0, accepted for estimation intervals using the previous 5 and 3 years of monthly return. All regressions showed statistically significant results using α=.05. Further, the findings are consistent with the CAPM given a conditional relationship between beta and expected return. The slope of the regression coefficient is positive for each period of positive market return and negative for each period of negative market return. For the aggregate period, the slope is positive as well.

Estimation periods using one year of monthly returns showed statistically significant and theoretically consistent results for all but one of the testing sub periods. The sub period from 2003-2006 showed a theoretically consistent, that is, positive slope due to positive market return, but statistically insignificant result at the 5% confidence level with a p-value of .0656. Therefore, for the period 2003-2006 there is a failure to reject (FTR) the null hypothesis H₀: β=0.

Using 6 months of monthly returns, FTR H₀: β=0 for the testing sub period 1994-1999, as well as the aggregate period. The regression equations produced p-values of .7169 and .0561 respectively. For the remaining testing sub-periods, H₀: β=0 is rejected and H₁: β≠0 accepted. All testing sub-periods produced theoretically consistent slopes.

Estimating beta from five years of annual returns results in a FTR the null, H₀: β=0 for 2009-2012 with a p-value of .1884. All other sub periods showed a statistically significant effect from beta with a conclusion to reject H₀: β=0 and accept H₁: β≠0.

The slopes of the regressions for 1999 as well as the aggregate sample period are theoretically inconsistent, and therefore evidence of the low-beta anomaly. All other sub-periods have theoretically consistent slopes.

For the periods 2003-2006 and 2009-2012, using the previous 3 years of data to construct beta estimates result in FTR the null, H₀: β=0. The regression p-values are .2868 and .9410 respectively. All other sub-periods showed statistically significant results and H₀: β=0 is rejected and H₁: β≠0 accepted. Slopes were theoretically consistent for 2001, 2003-2006, and 2009-2012. The regression slopes for 1997-1999 as well as the aggregate period were negative, inconstant with the CAPM. However, only the 1997-1999 period is significant.
For each of the sub-periods, the null, \( H_0: \beta=0 \), is rejected and the alternate \( H_1: \beta \neq 0 \), accepted for estimation intervals using the previous 5 years of weekly return. Regressions showed statistically significant results using \( \alpha=0.05 \). Further, the findings are consistent with the CAPM given a conditional relationship between beta and expected return. The slope of the regression coefficient is positive for each period of positive market return, and negative for each period of negative market return. For the aggregate period, the slope is positive as well. These results are consistent across the remaining methods tested for estimating beta using weekly returns: 3 years, 1 year, and 6 months.

6. Conclusion

This study did not find robust support for the low-beta anomaly, and it showed that there exist empirical differences in the estimation intervals used in constructing beta estimates. Within the twenty-year sample period from January of 1994 to December of 2013 this research covered ten different beta estimation intervals to determine whether a statistically significant and theoretically consistent relationship existed between equity beta and post-estimation realized return. In order to account for the conditional relation between beta and realized return this research independently tested four in-sample sub-periods, as well as the aggregate twenty year sample, for each estimation interval.

Of the fifty regressions performed, only three, the five-year, annual return regression for 1999 and the aggregate period, and the three-year, annual return for 2009-2012, supported the low-beta anomaly (summarized in Table 2), and these findings are contradicted by other beta estimation interval tests of the same periods. Four of the regressions, three-year annual return for the aggregate period, six-months of monthly return for 1994-1999 and the aggregate period, and one-year of monthly return for 2003-2006 produced statistically insignificant results and cannot be interpreted as evidence of either the CAPM or the low-beta anomaly.

<table>
<thead>
<tr>
<th>Period</th>
<th>Estimation Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>5-Year Annual</td>
</tr>
<tr>
<td>Aggregate</td>
<td>5-Year Annual</td>
</tr>
<tr>
<td>2009-2012</td>
<td>3-Year Annual</td>
</tr>
</tbody>
</table>

While the conclusions of this study are limited in scope, it nevertheless contributes to the discussion of the quantification of the relationship between risk and return. In essence, this paper has shown that there is an empirical difference in the estimation interval used for constructing beta estimates, and that a rejection or retention of the null hypothesis does sometimes hinge on the estimation interval used; the same tests performed on different estimation intervals produce different statistical conclusions about the relationship between security beta and realized return, when using beta as the measure of a security’s risk.

Currently lacking in the literature is discussion on a supporting theory to suggest selection of one beta estimation interval over the other. Further research should be done to develop a theory of estimation interval application.

While there may be no single ideal estimation interval, it is nevertheless important to consider the implications of estimation interval choice in conducting empirical studies.
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