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ABSTRACT

Objective: Past meta-analyses of survival data have been over simplistic because of restricting to proportional hazard model, lack
of intuitive results, and potential omitting information. These had the potential to recommend sub-optimal policies. Here we
develop multilevel methods for combining median survival times (MSTs) for meta-analysis of survival data.
Methods: We used simulated data to test and verify the synthesis model we developed. We generated the study-level data to fit
multilevel model and individual patient data to calculate gold standard. We then used the Bland-Altman method and the relative
change from the gold standard to evaluate the fit of the models. Examples were presented in a meta-analysis to illustrate the
feasibility of the models.
Results: We generated eight sets of simulated datasets of different number of studies and sample size. We established the
multi-level fixed and random effect models to pool the MSTs. The test of the fitness of the model showed that the means of
difference (d) for all simulated datasets between the calculated values and the gold standards are no more than -0.230 and -0.329
days and the largest 95% CIs of d are -3.823 ∼ 3.364 and -3.936 ∼ 3.278 days respectively. At least 91.9% and 92.3% of the
difference between the estimated values and the gold standards are small. The real examples of a meta-analysis were provided
with combined MSTs along with pooled HR.
Conclusions: The multilevel models of synthesizing MSTs in survival data AD meta-analysis were verified with good fitting
effects and provide more intuitive information.
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1. INTRODUCTION

In evidence-based medical research, individual patient data
(IPD) meta-analyses, which involve central collection, check-
ing, and reanalysis of updated IPD, have been described
as the benchmark of systematic review.[1, 2] Although IPD

meta-analyses are increasing,[3] but practitioners may face
the practical problem of obtaining IPD from only a portion of
the studies[4] due to economic, resource, or time constraints.
When IPD may not be available, and only aggregated data
(AD), such as a treatment effect estimate and its standard
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error, can be obtained from some studies.[5] These AD are
mainly extracted from the published literature.

The most commonly used method in meta-analysis is the
synthesis of AD obtained from study publications or study
authors. For time-to-event outcomes such AD often include
the hazard ratio (HR) and its variance, which are calculated
to present the overall instantaneous risk of an event in an
experimental intervention compared with a control.[6] Meta-
analysis produces a weighted average of the AD across stud-
ies to give an overall measure of treatment effect in the fixed
effect model.[7] It is also combined in a random effect meta-
analysis that accounts for between-study heterogeneity in
treatment effect.[8]

The median survival times (MSTs) and the combined HR and
its 95% confidence interval (CI) are available from the IPD
meta-analysis of time-to-event data,[3, 9] which could become
a thorough survival analysis by assembling every individual
patient from each trial. However, AD meta-analyses usually
only calculate the combined HR and its 95% CI without
pooled MSTs.

In these circumstances AD meta-analysis in evidence-based
medical research still dominates in the meta-analysis of sur-
vival data. There are some problems when conducting AD
meta-analysis. Firstly, the synthesis of AD should be under
the hypothesis of proportional hazards regression models for
original data. However, not all the survival analysis can meet
such a hypothesis, which may introduce bias for the pooled
results.[10] Secondly, the combined HRs only conveys the
relative hazard risk of the event between the experiment and
the control groups. Researchers or individuals must evaluate
the efficacy of treatment from an intuitive index. Clinicians
often are more concerned about the direct effect of a treat-
ment rather than the relative hazard risk. Thirdly, the survival
curves and MSTs might be different in each group when the
same HRs and 95% CIs are combined from the different
meta-analysis of AD. Due to the drawbacks of pooled HRs in
survival data meta-analysis, MSTs can provide more direct
information of the effect of a treatment. However, an effec-
tive method of combining MSTs for each group, which could
be gathered from an IPD meta-analysis of survival data, has
not yet been developed for AD meta-analysis.

Multilevel meta-analysis has been used to adjust for
nonequivalent study results in meta-analytic research and
to gain substantive information for evaluating treatment effi-
cacy.[11] It also used to statistically adjust for nonequivalent
or nonrandomized groups in observational research and ad-
just covariates or the study.

The purpose of this study is to develop alternative multilevel

methods to combine MSTs for meta-analyses of survival
data, which may be more readily available in publications
and a more direct index in survival analysis.

2. SOURCE OF DATA
2.1 Simulated data
We simulated the individual patient time-to-event (survival)
data following exponential distribution.[12] The simulated
variables included patient number, group, survival time, and
survival outcome. We manipulated the raw data in two ways.
On the one hand, we calculated study-level AD from the sim-
ulated patient data. We used a proportional hazard regression
model (Cox model) for constant hazards to analyze HRs and
their 95% CIs of experimental effects. We used a linear inter-
polation method to estimate the MSTs. These AD represent
the data extracted from published literature when conducting
a real meta-analysis. We used the summarized data to fit
the model for the synthesis of MSTs. On the other hand,
we combined the raw data to construct the IPD dataset. We
gathered and estimated the simulated data from each study
included in a meta-analysis to obtain the IPD HR, its 95% CI,
and the MST. We considered the IPD MSTs of each group
to be the gold standard and compared them with the MSTs
computed from the model we developed in this study. The
detailed information was shown in our previous study.[13, 14]

We named the eight simulated datasets of meta-analyses
we generated M20S750, M20S500, M10S500, M10S300,
M10S200, M5S400, M5S300, and M5S200. M refers to
meta-analysis; the following number refers to the number
of studies included in the meta-analysis; S refers to study;
and the following number refers to the number of individual
patients included in the study. Each dataset includes 15,000,
10,000, 5,000, 3,000, 2,000, 1,500, or 1,000 individual pa-
tients, and each meta-analysis includes 20, 10, or 5 studies.
We derived the IPD and trial-level AD statistics from the
simulated data.

We calculated the MSTs from the IPD datasets as the gold
standard and used the trial-level MSTs to fit the model con-
structed later. We conducted the simulations 500 times to
obtain the gold standard and to compute MSTs from the
models. Table 1 shows the simulation datasets.

2.2 Example data: Meta-analysis of survival data
We conducted the real meta-analysis, including the synthe-
sis of MSTs, using multilevel data extracted from literature
about the efficacy of small-molecule epidermal growth factor
receptor, tyrosine kinase inhibitor (EGFR TKIs) on non-
small-cell lung cancer (NSCLC) patients in different treat-
ment programs. We collected those studies from the general
databases Pubmed and Embase and from the trial registration
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websites. We used the Parmar method to pool the HRs and
their 95% CIs[9] and to combine the MST and the median
progression time.

2.3 Model evaluation
Using the Bland-Altman method and the relative changes of
the model value from the gold standard, we compared the
consistency between the MSTs derived from our model and
the gold standard values of IPD meta-analyses.

Table 1. Details of the simulated datasets
 

 

Dataset 
Number of studies 
in each 
meta-analysis 

Number of patients 
in each study  

Number of patients  Total number of 
patients in each 
meta-analysis 

Experimental 
group 

Control group 

M20S750 20  750  500  250  15,000  

M20S500 20  500  250  250  10,000  

M10S500 10  500  250  250  5,000  

M10S300 10  300  100  200  3,000  

M10S200 10  200  100  100  2,000  

M5S400 5  400  200  200  2,000  

M5S300 5  300  150  150  1,500  

M5S200 5  200  100  100  1,000  

 

3. MULTILEVEL MODEL META-ANALYSIS OF
MST

3.1 Normalization of the effect size
We transferred the MST data into a logarithm to construct
the model of the meta-analysis. In this study the MSTs are
combined from the individual studies. In a meta-analysis
the effect sizes are assumed to be approximately normally
distributed.[6] For this study we transformed the MSTs of
both the experimental and the control groups to the logarithm
MSTs (logMST ) to approach a normal distribution due to
its exponential distribution.[15] The effect size of the MSTs
of the experimental and the control groups are defined as Y1
and Y2, respectively. It holds that

Y1 = log(Median1), Y2 = log(Median2) (1)

where Median1 and Median2 denote the MST of the ex-
perimental group and the control group, respectively.

3.2 Fitting the multilevel model meta-analysis of MST
We formulated a general class of meta-analysis models to
MST synthesis by considering a simple two-level structure.
It is assumed that we have a collection of studies, each con-
cerned with the comparison of two treatment groups. The
basic models we developed are “variance component” mod-
els with the variance heterogeneity cases incorporated.[16]

For the ith subject in the jth study who received the treat-
ment, we can write a basic underlying model for outcome
yij of IPD as

yij = β0+µ0j+eij ;µ0j ∼ N(0, σ2
µ); eij ∼ N(0, σ2

e) (2)

Where j = 1, 2, · · · , k refers to the level 2 unit, and where
i = 1, 2, · · · , nj refers to the level 1 unit. β0 is the average
effect of interest, µ0j is the random effect of the treatment for
the jth study, and eij is the random residual of the treatment
for subject i in study j.

When using the AD from the literature, the model can be
written as

y·j = β0 + µ·j + e·j (3)

where y·j =
∑nj

i=1 yij/nj , β0 is the average effect of in-
terest, u·j = N(0, σ2

u) represents the between-study het-
erogeneity, e·j = N(0, σ2

e/nj) is the within-trial sampling
error. V ar(µ·j) = σ2

u = τ2, V ar(e·j) = var(
∑
eij/nj) =

σ2
e/nj (to constrain σ2

e = 1).

3.3 Study weight when fitting the models
3.3.1 Study weight for model 1
We deemed the logMST as a continuous measurement of
each treatment group. We used SAS statistical software to
fit the multilevel model of the MST. In SAS the model is
available in a PROC MIXED model for continuous outcome
measures, which fits the structure we selected to the data
with restricted maximum likelihood (REML) (Leyland and
Groenewegen, 2003). We set up one kind of weight for
the experimental group as

√
ni1 and for the control group

as
√
ni2 because they are commonly used and defined the
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multilevel model weighted in this method as model 1.

3.3.2 Study weight for model 2
We set up another kind of weight for the experimental group
as SE1 =

√
n2

n1+n2
× log(HRU)−log(HRL)

3.92 and for the con-

trol group as SE2 =
√

n1
n1+n2

× log(HRU)−log(HRL)
3.92 be-

cause the variance of logMST results not only from the
sample size of the study but also from the study’s precision.
n2

n1+n2
and n1

n1+n2
are the weight components of the sample

size in each group of a study, and log(HRU)−log(HRL)
3.92 repre-

sents the study precision of a survival analysis. We used these
two weighted methods to statistically fit the multilevel mod-
els of MSTs and defined the multilevel model weighted in
this method as model 2 (HRU, hazard ratio upper confidence
interval; HRL, hazard ratio lower confidence interval).

4. MODEL EVALUATION RESULTS

4.1 Bland-Altman method
Using the Bland-Altman method, we compared the calcu-
lated MSTs derived from the model with the gold standard
MSTs from the IPD datasets. For the multilevel model 1 of
the M20S750 dataset, the mean of difference (d) between the
calculated value and the gold standard is -0.052, and the 95%
CI of (d) is from -1.087 to 0.984. This indicates that 95% of
the derived value from our model is no more than 0.984 or
less than -1.087 of the gold standard value. In other words,
there is good agreement between our model method and the
gold standard method (the IPD results). For the multilevel
model 2, the mean of (d) between the calculated value and
the gold standard is -0.105, and the 95% CI of (d) is from
-1.154 to 0.944. This indicates good agreement between the
calculated value using a random effect model and the gold
standard method.

Table 2 shows the Bland-Altman results in measurement
agreements for the other datasets. All of the results indicate
good agreement between estimated values with both fixed
and random effect models and the gold standard values for
the IPD datasets.

4.2 Relative change method
We also calculated the relative changes (pd) of the model
value from the gold standard (g) for each dataset.

pd = d/g × 100% (4)

d represents the difference between the calculated value and

the gold standard. One hundred percent of the d value is
within 5% of the gold standard value for the dataset M20S750
when using multilevel models 1 and 2, which means the varia-
tion between the calculated value and the gold standard value
is no more than 5% of the gold standard. Table 3 presents
the details.

Table 2. Results of the Bland-Altman method comparing
the agreement between values derived from the multilevel
model and the gold standard from IPD

 

 

Dataset 
Model 1  Model 2 

Md 95% CI of d   Md 95% CI of d  

M5S200 -0.230 -3.823~3.364 -0.329 -3.936~3.278 

M5S300 -0.083 -3.311~3.145 -0.187 -3.424~3.050 

M5S400 -0.144 -2.433~2.146 -0.194 -2.479~2.090 

M10S200 -0.178 -2.698~2.342 -0.313 -2.845~2.220 

M10S300 -0.097 -2.907~2.713 -0.152 -2.977~2.674 

M10S500 -0.073 -2.649~2.503 -0.133 -2.710~2.444 

M20S500 -0.084 -1.181~1.013 -0.140 -1.245~0.965 

M20S750 -0.052 -1.087~0.984 -0.105 -1.154~0.944 

Note. Multilevel model 1 weighted by 
1in  and 

2in  for experimental and control groups,  

respectively. Multilevel model 1 weighted by 
2

1
1 2

og( ) og( )

3.92i

n l HRU l HRL
SE

n n


 



  and 

1
2

1 2

og( ) og( )

3.92i

n l HRU l HRL
SE

n n


 



for experimental and control groups, respectively. 

Md: mean of the difference between calculated median survival times and gold standard 

 

4.3 Example of a meta-analysis
For our actual meta-analysis of survival data we retrieved
data from trials that compared the most frequently used small-
molecule EGFR TKIs for maintenance treatment of patients
with NSCLC with control groups. The effects of two mainte-
nance treatment we compared were continuous maintenance
and switch maintenance. We gathered data on overall sur-
vival (OS), progression-free survival (PFS), the MST, and
the median progression time from the trials and summarized
them. We identified nine trials[17–26] that included 6,655
patients.

When we conducted the meta-analysis in the traditional way,
the results showed that continuous maintenance with small-
molecule EGFR TKIs failed to improve OS (HR 1.05; 95%
CI 0.98-1.14; p = .186) or PFS (HR 0.88; 95% CI 0.74-1.05;
p = .165). In addition we combined the MSTs using the
method we developed and described above and found 10.24
months for the experimental group and 10.55 months for the
control group. We found the median progression time to be
5.44 months for the experimental group and 5.37 months for
the control group (see Figure 1).
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Figure 1. Combined MSTs and HRs of OS (A) and PFS (B) of continuous maintenance therapy and placebo/observation

In contrast, switch maintenance with small-molecule EGFR
TKIs significantly improved OS (HR 0.87; 95% CI 0.80-
0.95; p = .001) and PFS (HR 0.75; 95% CI 0.69-0.81; p <
.001) when we combined the HRs and their variances. Ad-

ditionally, the MST was 12.86 months for the experimental
group and 11.44 months for the control group and the median
progression time 3.53 months for the experimental group and
2.67 months for the control group (see Figure 2).

Figure 2. Combined MSTs and HRs of OS(A) and PFS(B) of switch maintenance

5. DISCUSSION
To address the limitations of traditional AD meta-analyses
of survival data, this study used simulated data to develop
statistical multilevel models for the synthesis of MSTs in an

AD meta-analysis of survival data. The results show convinc-
ing outcomes of good agreement between the results from
both models and real world examples.
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Table 3. Relative changes of the multilevel model value
from the gold standard value for each dataset

 

 

Dataset Relative changes Model 1 (%) Model 2 (%) 

M5S200 

< 5% 94.4  94.4  

5%~10% 5.5  5.5  

10%~15% 0.1  0.1  

≥ 15% 0.0  0.0  

M5S300 

< 5% 96.4  96.4  

5%~10% 3.6  3.6  

10%~15% 0.0  0.0  

≥ 15% 0.0  0.0  

M5S400 

< 5% 98.8  98.9  

5%~10% 1.2  1.1  

10%~15% 0.0  0.0  

≥ 15% 0.0  0.0  

M10S200 

< 5% 98.6  98.4  

5%~10% 1.4  1.6  

10%~15% 0.0  0.0  

≥ 15% 0.0  0.0  

M10S300 

< 5% 91.9  92.3  

5%~10% 8.1  7.7  

10%~15% 0.0  0.0  

≥ 15% 0.0  0.0  

M10S500 

< 5% 98.8  98.7  

5%~10% 1.2  1.3  

10%~15% 0.0  0.0  

≥ 15% 0.0  0.0  

M20S500 

< 5% 100.0  100.0  

5%~10% 0.0  0.0  

10~15% 0.0  0.0  

≥ 15% 0.0  0.0  

M20S750 

< 5% 100.0  100.0  

5%~10% 0.0  0.0  

10%~15% 0.0  0.0  

≥ 15% 0.0  0.0  

Note. Multilevel model 1 weighted by 
1in  and 

2in for experimental and control groups,  

respectively. Multilevel model 1 weighted by 
2

1
1 2

og( ) og( )

3.92i

n l HRU l HRL
SE

n n


 



 and  

1
2

1 2

og( ) og( )

3.92i

n l HRU l HRL
SE

n n


 



 for experimental and control groups, respectively. 

 
For time-to-event data the common distributions of survival
time are exponential distribution, weibull distribution, log-
normal distribution, and so on. In this study we simulated
the survival time of the exponential distribution, which is
considered one of the most common and basic distributions
of human diseases.[27] We transferred the MSTs into a loga-
rithm to construct the model of our meta-analysis.[15, 28] The
variation among studies is assumed to be the sampling error

in a fixed effect model and the deviation of true effect in a
random effect model.[15, 28] For the weights of the multilevel
models in our synthesis of MSTs we used the square root
n in each group and the standard error of logHR, which is
reasonable to represent the precision of effect size.[29]

Multilevel models provide a general framework for meta-
analysis. This study incorporated MSTs from both multilevel
model and meta-analysis perspectives. Since the analysis is
based on a maximum likelihood estimation model, it can be
expected to yield more efficient estimates than traditional
meta-analyses.

A previous study evaluated retrospectively the performance
of meta-analyses using MST ratios, survival rates, and HRs
by comparing them with meta-analyses using IPD. The re-
sults showed that the combined HRs are mostly consistent
with the IPD results. The results also showed that MST
ratios and survival rates are not reasonable surrogate mea-
sures for meta-analyses of survival outcomes.[8] However,
the study mainly focused on comparison of the experimental
and control groups. Our study mainly focused on the synthe-
sis of MSTs in each group, which differs from the previous
research. The effect sizes are logMSTs in each group in
our study; the effect size is logMSR between groups in the
previous study. To our knowledge no other research has de-
veloped a method for synthesis of the MSTs for each group
in an AD meta-analysis of survival data.

In the actual meta-analysis we pooled the HRs and their vari-
ances first. Then we calculated the combined median times
to provide additional information for the pooled HRs. The
effect of switch maintenance with small-molecule EGFR
TKIs was smaller on OS than on PFS if we based the meta-
analysis only on combined HRs (HR 0.87 for OS vs. 0.75 for
PFS). However, the combined median times revealed a larger
difference between the two groups in MST (12.86 vs. 11.44
months, difference of 1.42 months) than in median progres-
sion time (3.53 vs. 2.67 months, difference of 0.86 months).
Our results indicate that the pooled HRs and their variances
were not sufficient when conducting a meta-analysis of sur-
vival data. The median times need to be combined to provide
additional information.

The strength of our study is that we first constructed statisti-
cal models for the synthesis of MSTs in an AD meta-analysis
of survival data with multilevel models. We also tested the fit-
ting effect using reasonable methods.[30, 31] A second strength
is that we applied these models in a meta-analysis of survival
data to test the feasibility of the models.

The limitation of the study is that we considered no covari-
ates in these models, and the results might be varied because
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of the moderators. Readers should interpret the results calcu-
lated from the model carefully.

In conclusion, the multilevel statistical models for the syn-
thesis of MSTs were developed for the past meta-analysis of
survival data, which we verified to have enough fitting effect.
Combined MSTs along with pooled HRs in the meta-analysis

of survival data can provide more direct evidence.
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