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Abstract

Unemployment is a central issue in modern economies and its analysis and investigation consists of two aspects. First, what is the risk of getting unemployed based on economic, local and individual characteristics and second, what is the chance of getting reemployed. In this paper we focus on the first question by making use of the massive database from the German Federal Employment Agency (IABS Scientific Use File ‘Regional File 1975 – 2004’) to model the risk of an individual to become unemployed between 2000 and 2004 in Germany. As individual covariates we include gender, age and education as fixed effects in our model. Beside these individual characteristics, regional as well as calendrical and economic information is considered and included as smooth functional effects in the model. As result of our data analysis we uncover strong educational and age specific effects as well as dominating calendrical and spatial effects on the individual's risk of getting unemployed.
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1. Introduction

A well-known problem in economies and a focal point in economic research is unemployment, see for example Layard, Nickell, and Jackman (2009), Blanchard (2006) or Ljungqvist and Sargent (1998). Often the unemployment rate is used as a macroeconomic measure to explain changes in regional and national labour markets, as done, for instance, in official statistics in European Commission (2009), Eurostat (2009) or OECD (2009). The rate of unemployment is determined by two factors, first the risk of getting unemployed and second the chances for reemployment after losing the job. The latter can be measured by the the duration of unemployment which is of utmost interest to explain the unemployment behaviour of individuals for different points of focus, see for example Narendranathan and Stewart (1993), Böheim and Taylor (2000), Bover, Arellano, and Bentolila (2002), Reed and Zhang (2003), Lauer (2003), Tatsiramos (2009) or Westerheide and Kauermann (2012). Analyses regarding only the unemployment duration in Germany include Hunt (1995), Steiner (1997, 2001) or Fahrmeir, Lang, Wolff, and Bender (2003). Beside the duration of unemployment, the risk of getting unemployed is also of high interest to better grasp the reasons of the unemployment rate's hight. Unemployment risk is defined and analysed in different ways and in different contexts. Galiani and Hopenhayn (2003), for instance, analysed the risk of unemployment in Argentina between 1989 and 1998 making use of hazard models. Covizzi (2008) determined the unemployment risk of Swiss individuals concerning union dissolution, health, and gender with Cox proportional hazard models. Thapa (2004) and Arai and Wilhelmsson (2004) explored the unemployment risk of immigrants to natives in Australia and Sweden, respectively. Both used a logistic regression model. Hammer (1997) utilised logistic and Poisson regression models to investigate the unemployment risk of young Norwegian individuals. Fieldhouse (1996) looked at social and geographical factors to investigate the unemployment risk in Great Britain using logistic regression models after looking at factor-specific unemployment rates. Regarding the different papers analysing the risk of unemployment in Germany, we refer to Reinberg and Hummel (2002, 2003, 2005) who used qualification-specific unemployment rates to analyse the unemployment risk in different educational groups in Germany. Arrow (1996) analysed the impact of health on the unemployment risk by using, amongst others, a Cox's proportional hazard model. Wilke (2004) analysed -beside the unemployment duration- the risk of unemployment given employment in Germany, that means he looked at the ratio of the number of individuals getting unemployed and the number of employed individuals in a defined period and compared the results with the unemployment rate. Lauer (2003) analysed the influence of education on the risk of getting unemployed and reemployed in a cross-national study with a discrete time competing
risks hazard rate model based on the data of the German Socio-Economic Panel Study for Germany and the Emploi
survey for France. Lurweg (2010) used a pooled logistic regression to analyse amongst others the impact of
international trade on the risk of getting unemployed. A more recent article on this topic is from Wichert and Wilke
(2012). Beside an extensive analysis of the misclassification of the individual's educational background and
citizenship in German administrative data, they analyse the transition from employment into unemployment making
use of data from the original administrative data set IABS and a corrected version adjusted for education and
citizenship misclassification. Some of the papers mentioned above include regional information in their analysis for, for example, Fieldhouse (1996) who used geographical factors concerning different British regions or Thapa (2004) whose analysis contains Australian regions. However, none of the papers above that analyse the unemployment risk in Germany include regional or spatial information apart from differentiating between the old West German states and the newly formed German states, see Reinberg and Hummel (2002, 2003, 2005) or Lurweg (2010). In addition, often only data of the Old Länder is used for analysing the risk of unemployment in Germany, see for instance Wilke (2004), Lauer (2003) or Wichert and Wilke (2012).

With our analysis we aim to contribute to the discussion in two aspects. The first contribution of our paper is to
analyse the influence of different covariate effects -including spatial effects comprising the reunified Germany as well as individual, calendrical, and economic effects- on the unemployment risk in all of Germany between 2000 and 2004. Beside the analysis of different unemployment risks, we want to compare our results with other research findings on unemployment risks. The results we want to contrast with the conclusions of studies investigating the duration of unemployment or analyses interpreting unemployment rates which have been analysed far more thoroughly than the risk of getting unemployed. Our second contribution is to show a possible way to illustrate the spatial risk of getting unemployed in Germany by using available software to model and easily fit an additive Poisson model with fixed grouped individual covariate effects and smooth dynamic covariate effects of spatial, calendrical, and economic information.

As database we use the Scientific Use File ‘Regional File 1975-2004’ of the IAB Employment Samples (IABS) which is an administrative data set of the German Federal Employment Agency and provided by the Research Data Centre (Forschungsdatenzentrum (FDZ)) at the Institute for Employment Research (Institut für Arbeitsmarkt- und Berufsforschung (IAB)). The IAB Employment Samples were already used in context of analysing unemployment risk and durations in Germany, see for instance Wichert and Wilke (2012), Fahrmeir, Lang, Wolff, and Bender (2003) and Kauermann and Westerheide (2012). The Scientific Use File ‘Regional File 1975-2004’ contains information about the employment biographies of employees covered by social security and of benefit recipients in Germany on a day-to-day basis. Furthermore, it includes spatial information about 343 defined regions. The database is a 2% random sample out of the Employee and Benefit Recipient History of the IAB.

The statistical model being used for our analysis is built upon the log-linear Poisson model, see McCullagh and Nelder (1989). We allow for grouped covariates to simplify the model and to downsize the computational effort. Beside grouped covariates with individual information like gender, age, and education, we include smooth functional effects as proposed in Hastie and Tibshirani (1990) for generalized additive models. The additive Poisson model is fitted with software for generalized additive models in R, see R Development Core Team (2009) and Wood (2006). The paper is organized as follows. Section 2 introduces the statistical model being used. Section 3 gives more detailed information of the database and the utilised covariates. In Section 4, a detailed data analysis is given before we draw our conclusions in Section 5.

2. Statistical Model

We consider aggregated data on a monthly level listing the employment status of individuals. Note that
unemployment often results on a monthly basis since contracts are cancelled to the end of a month. We may
therefore define the random variables $Y_{it}$ giving the employment status of the $i$th individual in time interval (month) $t\in\{1,\ldots,T\}$ with $i = 1, \ldots, N_t$. With $Y_{it} = 1$ we denote an individual who is unemployed in month $t$, but has been working in the previous month, otherwise we set $Y_{it} = 0$. In other words, $Y_{it} = 1$ indicates individuals getting unemployed from period $t-1$ to period $t$. We model the occurrence of unemployment as Poisson process. Though this assumes independence of the employment history of the individuals, we favour the Poisson process model since the data base does not cover detailed information about the employment history of each individual. In fact, besides some individual covariates in education, age and gender the data do not provide resilient information how long individuals have been employed uninterruptedly. Therefore, the Poisson process as statistical model for analysing the data seems practical so that we assume that $Y_{it}$ are independent and identically Poisson-distributed with individual and time specific intensity parameter $\lambda_{it} = \exp(\eta_{it})$. The linear predictor $\eta_{it}$ depends on a number of covariates...
covariate values. First, we group the covariate age into in a numerically efficient way, we therefore restructure the likelihood by grouping observations with respect to their categories and for gender we have \( \omega = 3 \) each representing a month, which run from January 2000 to December 2004. Let now \( \gamma_{ij} = \delta(t) + \xi(u_{ii}) + \phi(s_{ii}) + \log(E_{ii}/E) \) where \( \theta = (\beta_{0}, \beta_{1}, \ldots, \beta_{p})^{T} \) are the parameters to be estimated, \( x_{ii} = (1, x_{ii1}, \ldots, x_{iip})^{T} \) are the corresponding covariates, \( z_{ii} \) indicates if the individual was unemployed in the year before \( z_{ii} = 1 \) or not \( z_{ii} = 0 \) and \( E \) is the average number of employees per region. Moreover, \( \delta(.) \) is the smooth calendrical effect of the beginning of unemployment, \( \xi(.) \) specifies the smooth effects of unemployment during the last year -including only the information of those who really became unemployed during that time- and finally \( \phi(.) \) describes a smooth spatial effect. We can fit model (3) by replacing the smooth functions by spline bases which are fitted in a penalized form. We refer to the Appendix for details.

3. Data Description

For our analysis we use the Scientific Use File ‘Regional File 1975-2004’. A detailed description of the entire database is provided in Drews (2008). We use data from 5 years from January 2000 to December 2004 and analyse the risk of getting unemployed for 91625 men (146548 events in all time intervals out of 16715859 observations from 383769 men in all time intervals) and 66609 women (90959 events in all time intervals out of 13262815 observations from 317066 women in all time intervals) who became unemployed during the considered time. More information is shown in Table 1.
Table 1. Distribution of the events and the total amount of observations for the IAB ‘Regional File 1975-2004’ for men and women separated by the year the individual became unemployed

<table>
<thead>
<tr>
<th>Year</th>
<th>Events</th>
<th>Observations</th>
<th>Events</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>25718</td>
<td>3406426</td>
<td>16707</td>
<td>2623568</td>
</tr>
<tr>
<td>2001</td>
<td>25842</td>
<td>3426328</td>
<td>16719</td>
<td>2679894</td>
</tr>
<tr>
<td>2002</td>
<td>30863</td>
<td>3366198</td>
<td>18447</td>
<td>2685901</td>
</tr>
<tr>
<td>2003</td>
<td>32096</td>
<td>3283558</td>
<td>19724</td>
<td>2644449</td>
</tr>
<tr>
<td>2004</td>
<td>32029</td>
<td>3233349</td>
<td>19362</td>
<td>2629003</td>
</tr>
<tr>
<td>Σ</td>
<td>146548</td>
<td>1671585</td>
<td>90959</td>
<td>1326281</td>
</tr>
</tbody>
</table>

The covariate age is categorized into: up to 30 years, between 30 and 39 years (reference category), between 40 and 49 years, and 50 years of age and over. Following Wichert and Wilke (2012), we divide the educational background during the last period of employment into three groups to avoid misclassification within the categories of the second and third educational group. However, we do not include the category ‘missing’ as the aforementioned authors did. The first group consists of individuals without vocational training. The second group (reference category) contains individuals who attended a secondary general school or intermediate secondary school and successfully completed a vocational training and individuals with A-levels and with or without vocational training. The third group includes graduates from a university or comparable. Individuals with missing information on their educational background are excluded unless there is educational information before the required time point of getting unemployed. In this case, the individual’s highest educational level until that time point is used as educational background. The data set also contains local information with the region of the workplace. All in all, there are 343 defined regions in Germany in the data set. We use the centroid of the corresponding region as spatial information. As calendar time we use the date (month and year) when the individual became unemployed. The duration of unemployment (in days) during the last year before unemployment is included as well. Similar covariates were also used in analyses of unemployment risks and durations to which we want to compare our results, see for example Wichert and Wilke (2012), Fahrmeir, Lang, Wolff, and Bender (2003) and Kauermann and Westerheide (2012).

4. Data Analysis

We estimate the model separately for men and women and include interaction for the parametric effects between age and educational groups. Positive values of the estimated effects indicate a positive effect and hence go along with a higher risk of getting unemployed. The estimated intercept \( \beta_0 \) differs slightly between the model for men \((\beta_0 = -4.966)\) compared to the model for women \((\beta_0 = -5.420)\), i.e. the risk of getting unemployed in the reference category (30-39 years old individuals with vocational training) is slightly lower for women compared to men. The estimated parametric effects \( \beta_r \) including the interactions are visualised in Figure 1 and listed in number in Table 2. The effects show a similar tendency for both genders. However, the effects for women compared to those for men vary less strongly, i.e. the different parametric effects for women do not influence the risk of getting unemployed as much as do the parametric effects for men. In Figure 2 and 3 we show the resulting fit of the smooth effects in equation (3) which will be discussed later. The model has been evaluated using an approximate Akaike Information Criterion (AIC) (see Wood, 2006, p. 230) and dropping any effect from the final model increased the AIC value. All effects are now discussed and interpreted in detail.
Figure 1. Estimated parametric effects $\hat{\beta}_r$ (including interaction) for getting unemployed for the IAB ‘Regional File 1975-2004’ for men and women, $r = 1, \ldots, p$

Table 2. Estimated non-dynamic parametric effects $\hat{\beta}_r$ and interactions as well as standard errors of the IAB ‘Regional File 1975-2004’ for men and women

<table>
<thead>
<tr>
<th>IAB Employment Samples</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regional File 1975 – 2004</td>
<td>$\hat{\beta}_r$ (Std. Error)</td>
<td>$\hat{\beta}_r$ (Std. Error)</td>
</tr>
<tr>
<td>Intercept</td>
<td>-4.966 (0.006)</td>
<td>-5.420 (0.008)</td>
</tr>
<tr>
<td>Educational Group 1</td>
<td>0.402 (0.013)</td>
<td>0.559 (0.018)</td>
</tr>
<tr>
<td>Educational Group 2</td>
<td>reference</td>
<td>reference</td>
</tr>
<tr>
<td>Educational Group 3</td>
<td>-1.166 (0.022)</td>
<td>-0.392 (0.024)</td>
</tr>
<tr>
<td>Age Group 1</td>
<td>0.407 (0.008)</td>
<td>0.263 (0.011)</td>
</tr>
<tr>
<td>Age Group 2</td>
<td>reference</td>
<td>reference</td>
</tr>
<tr>
<td>Age Group 3</td>
<td>-0.123 (0.009)</td>
<td>-0.109 (0.011)</td>
</tr>
<tr>
<td>Age Group 4</td>
<td>-0.176 (0.009)</td>
<td>-0.037 (0.012)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interactions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational Group 1: Age Group 1</td>
<td>-0.417 (0.016)</td>
</tr>
<tr>
<td>Educational Group 1: Age Group 3</td>
<td>-0.188 (0.020)</td>
</tr>
<tr>
<td>Educational Group 1: Age Group 4</td>
<td>-0.342 (0.021)</td>
</tr>
<tr>
<td>Educational Group 3: Age Group 1</td>
<td>-0.210 (0.050)</td>
</tr>
<tr>
<td>Educational Group 3: Age Group 3</td>
<td>-0.076 (0.034)</td>
</tr>
<tr>
<td>Educational Group 3: Age Group 4</td>
<td>0.217 (0.033)</td>
</tr>
</tbody>
</table>
4.1 Parametric Effects

Effects for Men

Looking at the educational effects, it becomes clear that men with a higher education such as a university degree have a lower risk of getting unemployed compared to individuals with a lower education. This applies to all age groups. Thus, men with university degrees have the lowest risk to lose their jobs compared to all the other educational and age groups. Looking only at men with vocational training and/or A-Levels, individuals from 40 years on have -compared to those between 30 and 39 years- a lower risk of getting unemployed. In contrast, individuals up to 30 years with vocational training and/or A-Levels lose their job faster than the older ones and overall have the highest risk to lose their job (0.407). Men without vocational training up to 49 years have a higher risk of getting unemployed than men above 49 years of the same educational level and those of the reference category (30-39 year old men with vocational training and/or A-Levels).

To summarise, with increasing education the risk of getting unemployed decreases in each age group. This does not hold for under 30-year-old individuals with vocational training and/or A-Levels. Men of this age group with vocational training and/or A-Levels have a slightly higher risk to lose their job compared to men without vocational training of the same age group. Moreover, the effect of age differs within the educational groups. In general, it can be said that a higher educational level reduces the risk of losing the job, while the age effects depend on the educational level.

Effects for Women

In general, women with a higher education, i.e. holding a university degree, have a lower risk of getting unemployed than women with a lower education in the same age group and overall. Comparing the different age groups with regard to the educational background, it arises a similar picture as for men. Better educated women have a lower risk of getting unemployed in each age group, apart from over 49-year-old women with vocational training and/or A-levels. Altogether, women with a university degree and aged over 49 years have the lowest risk of getting unemployed (-0.663). Looking only at women without vocational training, women over 49 years have the lowest risk of getting unemployed compared to the other age groups. Women younger than 30 years have the highest risk of getting unemployed in all different educational groups while women without vocational training in this age group have the highest risk of all (0.590). Within each educational group the age effects show the tendency that older individuals have a lower risk of getting unemployed apart from women with vocational training and/or A-Levels: women between 40 and 49 years have the lowest risk of getting unemployed in the considered group.

Discussion

In Wichert and Wilke (2012) similar results concerning education were found, but not concerning age. In both logit analyses -which use data from the original administrative data set and a corrected version- higher education decreases the risk of getting unemployed, but the results are more distinguished for the original data than the corrected version. Looking at the age effects, Wichert and Wilke (2012) found that individuals above 55 years have a higher risk of getting unemployed compared to those between 25 and 50 years. Our results rather confirm those of Reinberg and Hummel (2002, 2003, 2005) who analysed the unemployment rates in different qualification groups for Germany: higher educated employees have a distinct lower risk of getting unemployed than lower educated men and women in East and West Germany. This is also true for older employees with a higher education which have lower unemployment rates than younger less educated individuals, see Reinberg and Hummel (2003, 2005). In 2004, higher educated employees between 55 and 64 years had the lowest unemployment rates compared to the younger age groups, see Reinberg and Hummel (2005). At first glance this result seems to stand in contrast to the unemployment behaviour in different age groups as analysed, for instance, in Hunt (1995), Hujer and Schneider (1995), Westerheide and Kauermann (2012) or Kauermann and Westerheide (2012). These papers, however, analyse the duration of unemployment, i.e. the chances for finding reemployment. Here, however, the focus is on becoming unemployed which apparently shows a different pattern.

Looking again at educational effects, Steiner and Schmitz (2010) concluded that an investment in education reduces the risk of unemployment. Wilke (2004) found out that on the one hand education has a high impact on a lower risk of unemployment especially for men, on the other hand he found only very small variation for women. Regarding personal characteristics, Lurweg (2010) observed in her analysis that an increase in education lowers the chance of getting unemployed. The results of Lauer (2003) concerning the risk of getting unemployed differ somewhat. She found out that individuals without vocational training have the highest risk of getting unemployed while individuals with vocational qualifications of an intermediate level have the lowest risk. University graduates have a higher risk
of getting unemployed than individuals with an intermediate qualification level. In addition, she found out that women have a higher risk of getting unemployed in all educational groups compared to men. Generally, it can be inferred that a better education reduces the risk of getting unemployed. This result matches with our analysis. Looking at educational effects in papers analysing the unemployment duration, similar results can be found, that is education generally improves the re-employment probability, see for instance Lauer (2003), Westerheide and Kauermann (2012) or Kauermann and Westerheide (2012). Overall, a higher education seems to have a positive impact on the individual's labour market conditions.

4.2 Effects of a Former Duration of Unemployment

Referring to the effect for men illustrated in the first row of the left panel in Figure 2, we find that the accumulated duration of unemployment during the last year before unemployment has a positive effect and with it a higher risk of getting unemployed for individuals which have been unemployed between 60 and 120 days. The effect shows a peak at around 90 days, i.e. three months. Men who were only unemployed for some weeks in the last year have a lower risk of getting unemployed as well as individuals with a duration of over 200 days. We now look at the first row of the right hand panel of Figure 2 which represents the effect for women. The effect of the duration of unemployment during the last year for women differs slightly from the effect for men and is equally weak. The effect of former unemployment is slightly less pronounced and shows no positive effect.

Figure 2. Fitted smooth effects with 95%-confidence intervals for the IAB ‘Regional File 1975-2004’ for men (left column) and women (right column)

Discussion

Wichert and Wilke (2012) figured out that individuals with a job tenure between 7 and 12 months have a slightly higher risk of getting unemployed compared to those with a tenure of less than 7 months. Their results may be linked to ours and may confirm the peak at around 3 months which could be detected for men. Individuals who have been
unemployed between 1 and 4 months may belong to those who have a job tenure between 7 and 12 months. All in all, this covariate effect is small in size and does not strongly influence the risk of getting unemployed.

4.3 Calendrical Effects

Referring to the effect for men shown in the second row of the left panel in Figure 2, the calendar time has a distinct effect and a regular pattern can be observed. The effect always shows a high peak in December/January and a lower peak in June/July, i.e. the risk of getting unemployed is the highest in December/January and is still more pronounced in June/July than in the surrounding months. During spring men have the lowest risk of losing their jobs. The calendrical effect for women -displayed in the second row of the right hand panel of Figure 2- is distinct, but it does not show such a seasonal pattern as it could be seen for the calendrical effect for men. One can identify a peak during winter and summer over the observed period, but the peaks in wintertime are not so pronounced. Similarly, the trend of getting unemployed over the observed period is not so distinct for women.

Discussion

Especially, the effect of men behaves similar to observed unemployment data of other years in Germany, see Rudolph (1998) or Institut für Arbeitsmarkt- und Berufsforschung (2009) and go along with the results of Wichert and Wilke (2012). Beside these seasonal effects one can find a slightly decreasing trend between January 2000 and January 2002 and a slightly increasing trend of getting unemployed between January 2002 and December 2004. This trend goes along with the German business cycle, see Schirwitz (2009).

4.4 Regional Effects

Finally, the spatial effects for men and women shown in Figure 3 reveal outstanding lower risks of getting unemployed in large cities like Berlin, Hamburg or Munich and the surrounding regions as well as in other metropolitan areas like the Ruhr region or the Frankfurt area. In weakly populated regions as for instance Mecklenburg-West Pomerania in the northeast of Germany or the northwest of Lower Saxony in the northwest of Germany there is a higher risk of getting unemployed.

Figure 3. Fitted spatial effects for the IAB ‘Regional File 1975-2004’ for men (left) and women (right). Dark-coloured districts correspond to a positive effect and light-coloured districts correspond to a negative effect on the risk of getting unemployed.
Discussion
Lurweg (2010) discovered a higher risk of unemployment for East German households compared to West German households. We do not find a specific east-west effect. Looking at analyses of the unemployment duration, spatial effects are clearly found. Kauermann and Westerheide (2012), who explored the chance of getting reemployed in Germany using also the IAB ‘Regional File 1975-2004’, found out that this covariate has a significant influence on the individual's re-employment chances, but the effect shows a different pattern. Arntz and Wilke (2009) detected only small differences between the unemployment durations in West and East Germany. Analysing the unemployment duration in West Germany, Fahrmeir, Lang, Wolff, and Bender (2003) also found spatial heterogeneity, but the spatial pattern is not comparable to ours.

5. Conclusion
In this paper we analysed the risk of getting unemployed in Germany using an additive Poisson model. We studied fixed individual covariate effects of men and women of different age and educational groups as well as smooth flexible covariate effects of calendrical, economic or spatial information. Looking at the educational effects, we can conclude that differences in the level of education strongly influence the risk of getting unemployed within each age group. The higher the educational level, the lower the risk of unemployment. This rule is true for all but one educational effect of the different age groups respecting men and women. A higher education is one of the essentials to be successful on the labour market. This conclusion goes along with analyses of qualification-specific unemployment rates and unemployment durations as well as with some other studies concerning the risk of unemployment. The risk of getting unemployed is lower for older better educated individuals (men and women) than for lesser educated younger individuals and can be found in analyses of age- and qualification-specific unemployment rates, too. Looking at the smooth flexible effects, the calendrical effect has a high influence on the unemployment risk of both genders. For men a regular cyclical pattern can be seen with the highest risk in wintertime and the lowest risk during spring. This effect is associated with the seasonal unemployment rate. For women this pattern is not so regular, but similar weaker risks are visible. Regarding the smooth effect of the region of the former working place, there is a strong influence on the individual's risk of getting unemployed. The spatial pattern is different from the spatial pattern of analyses concerning unemployment duration. Hence, the region specific effect of finding a job is different from the region specific effect of losing a job. Following Reinberg and Hummel (2002, 2003, 2005), that lower unemployment rates indicate a lower unemployment risk, we get similar results for educational effects but not for regional effects, for instance, we can not detect a specific east-west effect that could be in connection with the different regional unemployment rates. Our analysis shows that it is not always sufficient to analyse pure unemployment rates or other macroeconomic measurements to gain information about the risk of getting unemployed. However, conclusions drawn from analyses of unemployment duration can also not be taken to make an impact on the individual's risk of unemployment. As it could be seen in our analysis, the usage of an additive Poisson model seems to be a good way to obtain more detailed information about the influence of covariate effects on the unemployment risk.
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**Appendix A. Estimation**

First, we describe the fitting of the smooth, functional components in (3). The unknown functions are represented by a linear combination of thin plate spline basis terms, see Wahba (1990, pp. 30-34) with the popular cubic regression spline basis resulting as special case, see Wood (2006). This approach is used for all smooth functions except for the spatial effect \( \phi(.) \). For the smooth function \( \phi(.) \) we use thin plate regression splines, see Wood (2006). We now replace the functional components in (3) by

\[
\delta(t) = B_\delta(t)b_\delta, \quad \phi(s) = B_\phi(s)b_\phi
\]

with \( B(.) \) as spline bases. We follow Hastie (1996) and Wood (2003) and use so-called ‘low rank smoothing’, i.e. each function works with a reduced set of knots. This set of knots is still large enough to capture the functional shape but small enough to guarantee feasible computation. This concept has been characterized by Eilers and Marx (1996) and Ruppert, Wand, and Carroll (2003). The number of knots is denoted with \( q \). Following Wood (2006, p. 161), we set \( q = 30 \) for the calendar effect and \( q = 60 \) for the spatial effect functions, respectively. For the remaining smooth function we set \( q = 10 \). The model was also fitted for larger values of \( q \) but the choice of \( q \) has only small influence on the fit, see also Ruppert (2002) or Kauermann and Opsomer (2011). Suppose that \((x_{ti}, t, s_{ti}, u_{ti})\) denote the observations for the \( i \)-th individual in interval \( t \), where \( i \in I_t \), that is individual \( i \) becomes unemployed in period \( t \). Assuming that the individuals are independent the log-likelihood in (2) for parameter vector \( \theta = (\beta_\delta^T, \beta_\phi^T, b_\delta^T, b_\phi^T, b_\delta^T, b_\phi^T)^T \) with \( \beta_\delta^T = (\beta_r^T, r = 1, ..., p) \) can be expressed for all \( t \) as \( l(\theta) = \sum_{i \in I_t} \sum_{t=1}^{T} l_{ti}(\theta) \) where

\[
l_{ti}(\theta) = \frac{1}{\sigma^2} \left[ (x_{ti}^T\beta + B_\delta(t)b_\delta + z_{ti}B_\phi(u_{ti})b_\phi + B_\phi(s_{ti})b_\phi + \log(E_{ti}/\bar{E}) - \exp(x_{ti}^T\beta + B_\phi(t)b_\phi) + z_{ti}B_\phi(u_{ti})b_\phi + \log(E_{ti}/\bar{E}) + a_{ti}) \right]
\]

Next we establish a penalty on the spline coefficients to obtain a smooth functional fit. The model is high dimensional which implies that the Maximum-Likelihood estimate will produce wiggled fitted curves. Hence, we use a penalty on the coefficients as described in Eilers and Marx (1996) and Ruppert, Wand, and Carroll (2003). Following Wand and Ormerod (2008), we rewrite the spline representation in (4) by extracting the intercept and the linear slope, i.e.

\[
y(t) = B(t)b_\delta + B(t)b_\delta = \beta_{s0} + \gamma(t) + B_\delta(t)\tilde{b}_\delta
\]

where \( \tilde{b}_\delta(t) \) is the reduced rank basis with intercept and linear slope extracted. For \( \phi(s) \) and \( \xi(u) \) we receive the reduced basis matrices \( B_\phi(s) \) and \( B_\xi(u) \). In the following a quadratic penalty on the spline coefficient is imposed, e.g. \( \lambda_\delta B_\delta^T \tilde{D}_\delta \tilde{b}_\delta \). It can be demonstrated that it is equivalent to penalize with squared second order derivatives of the function (see O’Sullivan, 1986 or Wahba, 1990), or second (or higher) order differences of the spline coefficient \( b_\delta \) (see Eilers and Marx, 1996). Here we make use of derivatives to penalize because this approach is implemented in the software we use for fitting the data (see end of this section). The parameter \( \lambda_\delta \) is thereby a smoothing parameter which leads to a linear fit with \( \lambda_\delta \to \infty \). This yields to the penalized log-likelihood
\[
I(\beta, \tilde{b}, \lambda) = \sum_{t \in T} \sum_{t=1}^{T} \bar{I}_{tt}(\beta, \tilde{b}) - \frac{1}{2} \lambda \bar{b}^T \bar{D}_\phi \bar{b}_\phi
\]

\[
-\frac{1}{2} \lambda \bar{b}^T \bar{D}_\phi \bar{b}_\phi - \frac{1}{2} \lambda \bar{b}^T \bar{D}_\phi \bar{b}_\phi \quad (7)
\]

with \(\bar{I}_{tt}\) as log-likelihood for the Poisson distributed variables and \(\beta = (\beta_0, \beta_1, ..., \beta_p, (\beta_{00}, \beta_{01}, ..., \beta_{pp}))^T\), analogous definition for \(\tilde{b}\) and obvious definition for \(\lambda = (\lambda_\phi, \lambda_\phi^2)^T\). The penalized log-likelihood can be fitted with standard software for generalized additive models, see Hastie and Tibshirani (1990). The only additional step which has to be done before modelling the data is to group the data to calculate the offsets. This can be easily done with simple data management as described above. For fitting our data we use the \texttt{bam()} procedure in R of the package \texttt{mgcv}. This procedure extends the \texttt{gam()} procedure and is helpful when working with large data sets, see Wood (2010). The smoothing parameters \(\lambda\) can be selected using a generalized cross validation which is embedded in the \texttt{bam()} procedure. We made use of REML estimation which is also implemented in this procedure. In the end, the inference for the model can be drawn. We follow thereby standard asymptotic arguments as presented in Ruppert, Wand, and Carroll (2003), Wood (2006) or Kauermann, Krivobokova, and Fahrmeir (2009). Denoting with \(\theta = (\beta^T, \tilde{b}^T)^T\) the complete parameter vector, the Fisher matrix can be determined with \(F(\theta, \lambda)\) and it can be demonstrated that

\[
\text{Var}(\theta) = F^{-1}(\theta, \lambda) F(\theta, \lambda = 0) F^{-1}(\theta, \lambda),
\]

see for further information e.g. Ruppert, Wand, and Carroll (2003).