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ABSTRACT

Web document ranking is a very challenging issue for search engines because about 80% of the search engine users are usually
interested in the top three returned search results only. This paper proposes an effective method for re-ranking Google search
returned web documents/pages based on document classification. This method downgrades some web documents/pages that
have lower classification scores or been classified into categories irrelevant to the query. The experimental results show that
the re-ranking of Google search returned web documents using document classification scores can significantly improve the
ranking performance in terms of the integrated evaluation result using three criteria: MAP, nDCG, and P@20. It is evident that
the proposed re-ranking method can meet the user’s information need better.
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1. INTRODUCTION

Internet search engines play the most important role in find-
ing information from the web. One of the great challenges
faced by search engines is to understand precisely users’ in-
formation need, since users usually submit very short and
imprecise queries.[1] Almost all the query processing and
returned results ranking in search engines are done by in-
dexing and search algorithms without fully accessing the
source of documents.[2] It often occurs in search engines that
top-ranked returned web documents may not contain infor-
mation relevant to users’ search intent, and on the other hand
relevant fresh web pages may not get high ranks.[3] He and
Ounis[4] have found an indicator for measuring the relevance
between the user query and the web returned results. Their
experimental results illustrate that only the top five docu-
ments returned from search engines are usually very highly
relevant whilst the relevance of the remaining returned doc-

uments drops dramatically. From the previous research,[5]

almost 80% of search engine users are interested only in
the top three returned web pages. Pan[6] also reported that
only the top ranked web pages get high clickthrough rates.
Therefore, improving the quality of web document ranking
is a very important issue although it is a challenging task.
One of the solutions to these problems is to automatically
organise documents into user’s interesting topic groups. Two
issues that will be addressed in this paper are classification
and ranking of search engine returned web documents.

Document classification techniques have been applied to
many areas such as spam filtering,[7] email routing,[8] and
genre classification.[9] Widely used classifiers include k-
nearest neighbours (kNN),[10, 11] support vector machine
(SVM),[10] and linear discriminant analysis (LDA).[12, 13] In
this paper, LDA classifier is used to classify search engine
returned documents into relevant topic categories and re-rank
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the documents using classification scores. For document rep-
resentation, the class specific document frequency (CSDF)
weighting method is adopted, which has been demonstrated
to effectively improve the performance of document classi-
fication in comparison with other widely used vector space
model (VSM) based document representations.[14]

This paper proposes a new ranking method called GCrank
that combines the original Google ranking scores and the
LDA classification scores of the Google search returned web
documents to improve ranking performance, which is demon-
strated by experimental results in terms of several widely
used ranking performance criteria.

2. WEBPAGE RANKING
2.1 Content-based ranking
Content-based ranking technologies were developed for re-
trieving web pages for specific queries and similarity page
queries. Their algorithms usually work by matching queries
with keywords or features in web documents and user’s web
logs. Traditional document content representation methods
include VSM based on term presence or term frequency
and inverse document frequency (TF-IDF). There are new
document representation methods and similarity measures
proposed in recent years including learning to rank and
personalisation-based ranking. For example, Du and Hai[15]

proposed a method for measuring webpage similarity based
on formal concepts analysis (FCA).

Learning to rank has emerged in the past decade. It is the
application of machine learning, typically supervised, semi-
supervised, or reinforcement learning, in the construction
of ranking models for information retrieval systems. Xiang
et al.[16] developed different ranking principles for differ-
ent types of contexts, which were integrated into a state-of-
the-art ranking model by encoding the context information
as features of the model using a learning-to-rank approach.
Context information includes previous queries and the search
results clicked on or skipped by users. Derhami et al.[17]

represented two new ranking algorithms using reinforcement
learning concepts and a new hybrid approach using a com-
bination of BM25 (best matching 25)[13] and their machine
learning method.

Personalisation-based ranking has been investigated in re-
cent years. Lu et al.[18] proposed a user model based ranking
method, in which the user model is mainly used to capture
and record the user’s interests. Wang et al.[19] proposed
a general ranking model adaptation framework for person-
alised search using a user-independent ranking model and
the number of adaptation queries from individual users.

Semantic web search also includes content-based ranking.

Research on semantic search ranking[20–22] aims to improve
traditional information search and retrieval methods by us-
ing ontologies. However, there are some problems such as
heterogeneity or overlapping domains.

2.2 Hyperlink-based ranking or connectivity-based
ranking

Hyperlink-based ranking[5] is the early ranking method that
focuses on the number of hyperlinks that point to a web-
page or the incoming links. Links carry information that
can be used to evaluate the importance of webpages and the
relevance of webpages to the user’s query to some extent.
The examples of the well-known hyperlink-based ranking
methods are HITS and PageRank.

HITS[5, 15, 23] stands for hypertext induced topic search. The
webpages’ hyperlink structures in the web graph induced
are defined to authorities and hubs. A good hub represents
a webpage that points to many other webpages, and a good
authority represents a webpage that is linked by many dif-
ferent hubs. It is a query-dependent method; however, the
repeated web results and topic diffusion are the drawbacks
of this method. In addition, in real applications, the HITS
algorithm also produces some problems, such as the time
and space costs of constructing the subgraph of the search
topic are high, and it is not suitable for specific queries.

PageRank[5] is the best known method because of Google.
Suppose that a webpage a is pointed by webpages p1 to pn

on the web graph, and a user jumps to webpage a with prob-
ability q or follows one of the hyperlinks of webpage a with
probability 1-q. The PageRank of webpage a is given by the
probability PR(a) of finding the user in webpage a, which
is defined as follows:

PR(a) = q

T
+ (1 − q)

n∑
i=1

PR(pi)
L(pi)

(1)

where T is the total number of webpages on the web graph,
PR(pi) is the PageRank of webpage pi, L(pi) is the number
of outgoing links of webpage pi, and n = L(a). This method
may have a problem because the real web graph contains
dead ends where webpages have no link or self-link. The
solution to this problem is the jumping criteria of the Markov
chain. In addition, Alkhalifa[24] reported that the adjacency
matrix used as a basis for PageRank may have biased spaces
that need to be taken into consideration.

2.3 Hyperlink-content-based ranking
Hyperlink-content-based ranking[15] is about finding an ap-
propriate balance between the relevance and the popularity
of webpages. Generally, search engines use a combination
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of hyperlink-based and content-based algorithms. The pri-
ority value or ranking score of a webpage is computed by a
combination of a score related to its hyperlinks and another
score related to its content. For example, the combination of
BM25 and PageRank can be the baseline for evaluating new
ranking methods.

Google search engine[2] adopts a complex hyperlink-content-
based ranking approach. It makes use of the link structure
of the web to calculate a quality ranking for each webpage
(PageRank), which forms a probability distribution over web-
pages. It also makes use of other content-based features of
webpages. The ranking systems are separated into two cat-
egories. Firstly, for a single word query, Google considers
a hit list of the query word in each webpage, such as title,
anchor, URL, and large font for that word. Each of these has
its score. These scores are combined with PageRank score to
give a final rank. Secondly, for a multi-word query, multiple
hit lists are generated. A proximity score is computed based
on how far apart the hits are in a webpage, which is then
combined with the scores for individual single word query.
Google employs a number of techniques to improve search
quality, including PageRank, anchor text, and proximity in-
formation, etc.

Although Google ranking is well recognised as the best
webpage ranking method, there is still room for improve-
ment. This paper investigates whether re-ranking Google
search returned web documents by using document classifica-
tion scores is able to improve ranking performance in terms
of widely used performance evaluation criteria. Therefore,
Google ranking is used as a baseline ranking method for
comparison to evaluate the proposed method in this paper.

3. THE PROPOSED RANKING METHOD:
GCRANK

3.1 CSDF for web document representation
Class specific document frequency (CSDF) was proposed re-
cently as an effective feature for document representation.[14]

In this paper, the effectiveness of CSDF will be further in-
vestigated for web document representation for classification
purposes. The basic idea of CSDF is that a term in a docu-
ment is very important for classifying documents if it is more
frequent inside the document and other documents belong-
ing to the same class as well but less frequent in documents
belonging to different classes. The CSDF value of term i for
class k is calculated as follows:

CSDFik =
{

DFik/Nk

(DFi−DFik)/(N−Nk)+1 , if term i is present
0 , otherwise

(2)

where DFik is the document frequency of term i based on
the documents belonging to class k in the training document
set, DFi is the document frequency of term i based on all the
documents in the training document set, Nk is the number of
documents belonging to class k in the training document set,
and N is the number of documents in the training document
set. However, the values of DFik and Nk are not supposed
to known in testing data. In our method, the CSDF value
of term i in both training and testing data is defined as the
variance of the original CSDF values of term i for class k,
i.e.,

CSDFi = var(CSDFik) (3)

For a web document, a bag of words are extracted first and
then transformed into a vector of CSDF values as the repre-
sentation of the document, one value for each word, which
forms the input to classifiers in the next processing stage.

3.2 Using LDA scores for re-ranking Google search re-
turned web documents

Linear discriminant analysis (LDA) is a linear classifica-
tion method originally developed by Fisher.[25, 26] It has two
distinct functions: dimensionality reduction and data classifi-
cation. LDA is adopted for classification in this paper due to
its simplicity and resilience to overfitting. The LDA classifi-
cation score Cscore is defined in this paper as follows:∑

= (n1
∑

1
+n2

∑
2
)/n (4)

w =
∑−1

(µ1 − µ2) (5)

w0 = wT (n1µ1 + n2µ2)/n (6)

Cscore = wT x − w0 (7)

where
∑

1 and
∑

2 are the covariance matrices of the sam-
ples of class 1 and class 2 respectively, n1, n2 are the number
of samples in class 1 and class 2 respectively, n is the to-
tal number of all the samples, µ1, µ2 are the means of the
samples of class 1 and class 2 respectively.

The motivation of the proposed method arises from an idea
that top-ranked webpages should belong to the same topic
category as the one relevant to the query. That is, involving
classifiers in the ranking process may improve webpage rank-
ing performance. Classification scores of web documents
usually indicate how much the webpages are relevant to the
query. For the LDA classifier used in this paper, one can
visualize its operation as splitting a high-dimensional feature
space with a hyperplane defined by Cscore = 0. All points
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representing web documents on one side of the hyperplane
are classified into one class. If a point is far away from the
hyperplane, the corresponding web document will have a
high classification score and it is ensured that this web doc-
ument is in that class with high confidence. Therefore, this
method assumes that a web document with a high classifi-
cation score should have a relatively high rank in the search
engine returned results. On the other hand, if a returned web
document is classified into a query irrelevant topic category,
its rank should be considerably reduced. Google ranking has
already been recognised as an outstanding ranking method.
It would be highly desirable if Google ranking can be further
improved by combining it with web document classification
scores. For this purpose this paper proposes the GCrank
method as described by equations (8), (9), and (10).

norGscored = 1
GoogleRankd

, 0 ≤ norGscored ≤ 1 (8)

norCscored =
{ Cscored

MaxCscore , 0 ≤ norCscored ≤ 1
0, if d is misclassified

(9)

GCrankd = α×norGscored+(1−α)×norCscored (10)

where GCrankd is a combined ranking score of document
d, norGscored is the normalised Google ranking score of
document d, GoogleRankd is the original Google’s rank of
document d, norCscored is the normalised classification
score of document d, Cscored is the original classification
score of document d, MaxCscore is the maximum classifi-
cation score of all the web documents returned by a query,
and α is a weighting factor. In our experiment, α has been
investigated and its value is determined by through cross-
validation using a small fraction of the training data.

4. EXPERIMENTAL RESULTS
4.1 Experimental procedure
For collecting sample web documents for training LDA clas-
sifiers and evaluating their classification accuracy, the top 56

Google search returned web documents for each query were
obtained and saved using the Google API. Each web docu-
ment was pre-processed. Firstly, only the title and snippet
content in each document were processed, with HTML tags
discarded. Secondly, the contents were divided into tokens.
Because nouns are the most discriminative terms,[5, 27] only
nouns were considered. Finally, stemming was conducted to
convert inflected or derived words to their stem or root form.
Furthermore, the CSDF method was used for representing
the document as a vector of CSDF values.

Table 1. Ten categories of test queries
 

 

Category Description Number of queries 
1 Animals 10 
2 Arts 10 
3 Flowers 10 
4 Food 10 
5 Movie 10 
6 Shopping 10 
7 Sports 10 
8 Travel 10 
Total  80 

 

In this experiment, there are 80 specifically designed queries
that were chosen from eight popular search categories, as
illustrated in Table 1. Each category has 10 queries, each
composed of a couple of words that are well-known and
suitable for user evaluation. It is important to know whether
a search returned web document is truly relevant to the query
or not in the performance evaluation. Highly relevant, mildly
relevant and irrelevant returned web documents were decided
by three users from University of Essex, which were used
as true ranks of the returned web documents in the ranking
performance evaluation. Three performance evaluation crite-
ria: MAP, P@20, nDCG, and their integration were adopted
in the experiment to decrease subjective bias and make the
experimental results more reliable.

Table 2. Information about the collected web document dataset
 

 

Class No. of documents No. of training doc No. of testing doc 
Animals 558 334 224 
Arts 560 335 225 
Flowers 558 335 223 
Food 555 335 220 
Movie 560 335 225 
Shopping 559 335 224 
Sports 558 335 223 
Travel 556 335 221 
Total 4464 2679 1785 
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About 4,500 returned web documents were used in the ex-
periment, which were randomly split into training data and
testing data using 60% and 40% of all documents for the
training set and the testing set, respectively. The training
dataset was used to select features, train classifiers, and
select hyper-parameter values such as α in equation (10)
through cross-validation, and the testing dataset to evaluate
the performance of the trained classifiers and the ranking per-
formance of the GCrank method. In order to have sufficient
and balanced documents for each class, only eight classes
that have the reasonable number of documents were adopted
in the experiment, with 2,679 documents for training data
and 1,785 documents for testing data. The details are shown
in Table 2.

The words kept after pre-processing were the sources of
feature extraction, without using predefined term dictionary.
In this dataset, more than 5,000 words as initial source of
features were extracted from about 4,500 documents. Only
4,500 documents as samples cannot be well represented in
a space with over 5,000 features. Therefore, feature selec-
tion is necessary in this case.[5, 28] Both filter and wrapper
approaches were adopted for feature selection in this paper.
For filter approach, the terms that have the top 40 document
frequency values in each category of documents were con-
sidered, resulting in 258 features from 320 terms with high
document frequency values for the eight classes, with du-
plicate terms removed. For wrapper approach, the features
were selected using the sequential forward floating search
(SFFS) method with LDA classifier as the wrapper.[29]

4.2 Performance criteria

Three widely used performance criteria[30] were adopted to
evaluate ranking performance in the experiment: mean aver-
age precision (MAP), normalised discounted cumulated gain
(nDCG), and precision at 20 (P@20).

4.2.1 Mean average precision (MAP)

MAP[23, 31] is an average precision over various queries and
rankings. MAP is based on the assumption that a lot of highly
relevant documents with respect to a query may appear in the
top list of returning documents. Let the position of the ith
relevant document returned for query j by a ranking method
be rji. The precision of the ith document is defined by

Pji = i

rji
(11)

The precision score will be set to 0, if it is an irrelevant docu-
ment. An average precision of all documents and queries is
an MAP score defined as follows:

MAP = 1
q

q∑
j=1

1
Qj

Qj∑
i=1

Pji (12)

where Qj is the number of relevant documents for query j
and q is the number of queries.

4.2.2 Normalised discounted cumulated gain (nDCG)

MAP measures whether returned documents are relevant or
irrelevant, which is a binary relevance assessment, whilst
discounted cumulated gain (DCG) distinguishes between
highly and mildly relevant documents. DCG[23, 32] is an eval-
uation method with different graded relevance assessments.
The cumulative gain (CG) of Qj documents for query j is
calculated as follows:

CGj = w1 + w2 + · · · + wQj (13)

where wi is the relevance weighting factor of the ith doc-
ument returned for query j by a ranking method. DCG is
calculated as follows by using a discount factor 1/(log2 i):

DCGj = w1 + w2

log2 2 + w3

log2 3 + · · · + wQj

log2 Qj
(14)

The nDCG of query j is calculated by

nDCGj = DCGj

IDCG
(15)

where IDCG is the ideal DCG or the maximum possible
DCG. The average of nDCGj over q queries is defined as
follows:

nDCG = 1
q

q∑
j=1

nDCGj (16)

4.2.3 Precision at 20 (P@20)

Precision is the amount of relevant documents divided by
the total amount of irrelevant and relevant documents. Preci-
sion@20[31, 33] is the precision for the top 20 returned web
documents, which is defined by

P@20 = (amount of relevant documents among top 20)
20

(17)

The above three criteria emphasise different aspects of rank-
ing performance. Only the performance of returning relevant
web documents is measured by P@20, whilst the perfor-
mance of both returning and ranking relevant web documents
are measured by MAP and nDCG. In our experiment, they
were integrated by averaging for statistical significance test.
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Table 3. Overall classification accuracy of the LDA
classifier

 

 

Accuracy The top 40 (258 features) Wrapper (85 features)

Training 94.25% 88.09% 
Testing 92.38% 87.28% 

 

Table 4. Classification accuracy of the LDA classifier for
each category

 

 

Category Accuracy (%) 
Animals 88.19 
Arts 95.54 
Flowers 89.43 
Food 99.64 
Movie 90.71 
Shopping 90.70 
Sports 95.52 
Travel 98.38 
Average 93.51 

 
4.3 Experimental results
4.3.1 Evaluation of the performance of classification and

classification scores
Table 3 shows the overall classification performance of the
LDA classifier in terms of both training and testing accuracy.

For filter approach, 258 features from the top 40 document
frequency scores achieved over 92% accuracy. For wrapper
approach, 85 features achieved over 87% accuracy. At this
stage, the classification scores of all documents were deter-
mined and saved for use for web document ranking later.
Furthermore, the classification performance of each category
is shown in Table 4. The results illustrate that “animals” and
“flowers” categories had the lowest classification accuracy
(lower than 90% accuracy) while “food” category had the
highest accuracy.

4.3.2 Choosing the weighting factor value (α)
For finding a proper value of the weighting factor α in equa-
tion (10), the performance of ranking the web documents
returned for the 10 queries in the movie category only by the
GCrank method with different α values was evaluated by the
three performance criteria. The true ranks of the returned
web documents were obtained through the feedback given
by the three participants from the University of Essex. In
this experiment, only the top 20 returned web documents
were considered in all evaluation methods. Highly relevant
documents were the top 10 documents, whose scores were
multiplied by two in the nDCG evaluation method, while
mildly relevant documents were the documents in 11th to
20th rank, whose scores were kept unchanged.

Table 5. Experimental results of using different weighting factor values
 

 

Alpha 
nDCG  MAP  P@20 

Average 
P1 P2 P3  P1 P2 P3  P1 P2 P3 

0.80 0.8932 0.8482 0.5899 1.0000 0.8961 0.4467 0.7900 0.7400 0.4900 0.7438 
0.85 0.9107 0.8589 0.6131 0.7814 0.7170 0.3825 0.8250 0.7650 0.5050 0.7065 
0.90 1.0000 0.9464 0.6547 0.9224 0.8293 0.4293 1.0000 0.9350 0.5800 0.8108 
0.95 0.9722 0.9222 0.6472 0.7290 0.6544 0.3529 0.9250 0.8650 0.5600 0.7364 

Average 
0.9440 0.8939 0.6262 0.8582 0.7742 0.4029 0.8850 0.8263 0.5338 

0.7494 
0.8214 0.6784 0.7483 

 

Table 6. Evaluation results of the original Google ranking
 

 

No. Category 
nDCG  MAP  P@20 

Average 
P1 P2 P3  P1 P2 P3  P1 P2 P3 

1 Animals 0.9873 0.8924 0.7106 0.9668 0.8779 0.5981 0.9750 0.8950 0.6700 0.8415 
2 Arts 0.9629 0.9424 0.8773 0.9583 0.9583 0.7708 0.9750 0.9750 0.8400 0.9178 
3 Flowers 0.7456 0.6928 0.4559 0.6484 0.6048 0.3171 0.7550 0.5950 0.5350 0.5944 
4 Food 0.9753 0.9763 0.8948 0.9625 0.9248 0.7919 0.9700 0.9650 0.8500 0.9234 
5 Movie 0.9231 0.9424 0.6586 0.8617 0.9208 0.7417 0.9250 0.9700 0.5650 0.8343 
6 Shopping 0.9814 0.9323 0.9203 0.9208 0.8699 0.8599 0.9650 0.9000 0.9100 0.9177 
7 Sports 0.9684 0.9847 0.9399 0.9514 0.9749 0.8864 0.9800 0.9900 0.9300 0.9562 
8 Travel 0.9858 0.9539 0.8559 0.9769 0.9249 0.8483 0.9900 0.9500 0.7800 0.9184 

Average 
0.9412 0.9147 0.7892 0.9059 0.8820 0.7268 0.9419 0.9050 0.7600

0.8630 
0.8817 0.8382 0.8690 
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Table 5 illustrates three evaluation results of four different
weighting factor values based on the true ranks given by the
three participants (P1, P2, P3). A weighting factor equal
to 0.9 gave the best ranking performance. Therefore, the
following evaluations used α equal to 0.9 to evaluate the
proposed method.

4.3.3 GCrank effectiveness evaluation
In the experiment the GCrank method was used to re-rank
the Google returned web documents, aiming to improve their

relevance to the query. The performances of ranking the
returned web documents from the 80 test queries in eight
categories were evaluated by the same criteria as used in Sec-
tion 4.3.2. The statistical test used in this experiment was the
Wilcoxon rank sum test with the p value ≤ .05. The experi-
mental results of the original Google method and the GCrank
method are shown in Table 6 and Table 7, respectively.

Table 7. Evaluation results of the GCrank method
 

 

No. Category 
nDCG  MAP  P@20 

Average
P1 P2 P3  P1 P2 P3  P1 P2 P3 

1 Animals 0.9809 0.9048 0.7253 0.9437 0.9006 0.6220 0.9500 0.9050 0.6850 0.8464 
2 Arts 1.0000 1.0000 0.8861 1.0000 1.0000 0.7902 1.0000 1.0000 0.8500 0.9474 
3 Flowers 0.7865 0.7031 0.4714 0.7090 0.6176 0.3419 0.7900 0.6350 0.5700 0.6249 
4 Food 0.9850 0.9840 0.9040 0.9917 0.9724 0.8128 0.9750 0.9850 0.8650 0.9416 
5 Movie 0.9453 1.0000 0.6547 0.8987 1.0000 0.7248 0.9350 1.0000 0.5800 0.8598 
6 Shopping 1.0000 0.9425 0.9164 0.9895 0.9175 0.8861 0.9750 0.9250 0.9300 0.9424 
7 Sports 0.9964 1.0000 0.9530 0.9900 1.0000 0.9170 0.9900 1.0000 0.9500 0.9774 
8 Travel 1.0000 0.9808 0.8679 1.0000 0.9568 0.8327 1.0000 0.9650 0.8150 0.9354 

Average 
0.9618 0.9394 0.7973 0.9403 0.9206 0.7409 0.9519 0.9269 0.7806

0.8844 
0.8995 0.8673 0.8865 

 

The average evaluation results of the GCrank method based
on the true ranks of each participant were higher than those
of the original Google ranking by about 2%. The best im-
provement was obtained in terms of the MAP evaluation
criterion. The best improvement by the GCrank method
was in “arts”, “flowers”, and “shopping” categories, while
there was no obvious improvement in “animals” category.
Therefore, it is clear that the ranking of the returned web
documents using the GCrank method was better than that of
the original Google ranking based on the true ranks from the
three participants in terms of all evaluation criteria.

Table 8. Statistical significance test results: GCrank vs.
Google ranking

 

 

Number of categories 
Statistical test results 
(p value) 

8 categories .0427 
7 categories (no animals) .0243 
6 categories (no animals and flowers) .0059 

 
In order to see whether the ranking performance improve-
ment by the GCrank method is statistically significant, the
integration (average) of the MAP, nDCG, and P@20 evalua-
tion results of the two ranking methods were compared using
the Wilcoxon rank sum test. Table 8 illustrates the statistical
test results, with the p value for eight categories being .0427

which is less than .05. From the results in Section 4.3.1, “an-
imals” and “flowers” categories had the lowest classification
accuracy. If these two categories are ignored, the statisti-
cal difference between the two ranking methods should be
bigger. Table 8 shows that the p value for seven categories
after “animals” category had been removed was .0243. For
six categories, after “animals” and “flowers” categories had
been removed, the p value was .0059. This indicates that
the GCrank method was significantly better than the origi-
nal Google ranking and it was more significantly better if
only the categories with higher classification accuracies were
considered.

In general, this experiment has demonstrated that the pro-
posed method is significantly helpful for ranking the re-
turned web documents. Table 9 illustrates four examples
of re-ranking using the GCrank method that downgrades the
ranking of some documents that are not classified into the
category relevant to the query and upgrades the ranking of
some documents that are classified into the category relevant
to the query with high scores. In the first example, the query
was “avatar” which was a famous movie. A highlighted re-
turned web document was classified into “sports” category
by the LDA classifier. The GCrank method ranked this web
document down to the bottom of the list from a Google rank
of 49. As a matter of fact, this web document was not di-
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rectly related to “avatar” movie based on the ranks of the
three participants. The second example shows some results
returned by the query “frozen”, which was also a famous
movie. The GCrank method upgraded a highlighted web
document about the review of this movie from 55th to 41st
position due to that it was classified to the movie category
with a high score. In the third example, the query was “taj
mahal” from “travel” category. A highlighted returned web
document was not directly related to “taj mahal” because

it was actually a restaurant name. It was classified by the
LDA classifier into “food” category, and the GCrank method
ranked this document down to 53rd from 44th position. In
the final example, the query was “great wall”, which was a
famous attraction in China. The proposed method increased
the rank of a highlighted web document about the history of
this place from the bottom of the list up to 23rd position due
to the high classification score. These four examples indicate
that the GCrank method can produce interpretable results.

Table 9. Some examples of re-ranking using GCrank

 

Query 

Avatar 

Frozen 

Taj 
mahal 

Great 
wall 

 

Original rankking 

 

RRe-ranking usinng GCrank 
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5. CONCLUSIONS

This paper proposes an effective web document ranking
method using LDA classification scores to re-rank Google
search returned webpages. This method downgrades web
documents that have low classification scores or whose
classes are not in the same category as the one related to
the query, and on the other hand increases the ranks of web
documents that have high classification scores. The exper-
imental results show that the ranking of the returned web
documents by the GCrank method was significantly better
than the original Google ranking in terms of the ranking
performance criteria described in Section 4, as indicated in
Table 8. There is also evidence showing that the GCrank
method can rank web documents more specific to user’s in-
formation need. Therefore, our hypothesis about the LDA
hyperplane has been successfully tested by the experiment,
which states that if a point representing a web document is far
away from the LDA hyperplane this web document should

have a relatively high rank among the search engine returned
web documents.

However, this paper focuses on improving the original
Google ranking only, without comparing with other rank-
ing methods. Subjective bias in the performance evaluation
is another main limitation. For example, the performance
evaluation usually depends on the queries used in the experi-
ment and the judgment on the relevance of web documents
with the original queries. We adopted multiple evaluation cri-
teria from different perspectives to ensure a fair comparison
and evaluation. However, further work should be conducted
to overcome the limitations in this aspect of performance. It
is noteworthy that with a limited number of topic categories
and limited size of web documents tested in the experiment,
this paper presents preliminary but promising results of re-
ranking Google search returned web documents using clas-
sification scores. Deeper investigation and more extensive
testing would be required in future research.
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