
http://air.sciedupress.com Artificial Intelligence Research 2018, Vol. 7, No. 1

ORIGINAL RESEARCH

Multiclass patent document classification

Chaitanya Anne, Avdesh Mishra, Md Tamjidul Hoque∗, Shengru Tu

University of New Orleans, New Orleans, Louisiana, USA

Received: September 29, 2017 Accepted: December 1, 2017 Online Published: December 15, 2017
DOI: 10.5430/air.v7n1p1 URL: http://dx.doi.org/10.5430/air.v7n1p1

ABSTRACT

This article addresses patent document classification problem into fifteen different categories or classes, where some classes
overlap with each other for practical reasons. For the development of the classification model using machine learning techniques,
useful features have been extracted from the given documents. The features are used to classify patent document as well as to
generate useful tag-words. The overall objective of this work is to systematize NASA’s patent management, by developing a set
of automated tools that can assist NASA to manage and market its portfolio of intellectual properties (IP), and to enable easier
discovery of relevant IP by users. We have identified an array of methods that can be applied such as k-Nearest Neighbors (kNN),
two variations of the Support Vector Machine (SVM) algorithms, and two tree based classification algorithms: Random Forest
and J48. The major research steps in this paper consist of filtering techniques for variable selection, information gain and feature
correlation analysis, and training and testing potential models using effective classifiers. Further, the obstacles associated with
the imbalanced data were mitigated by adding pseudo-synthetic data wherever appropriate, which resulted in a superior SVM
classifier based model.
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1. INTRODUCTION

Document classification is the process of classifying a doc-
ument into a predefined category. It plays a vital role in
managing large number of text documents by automating
the document classification task. The two main approaches
in machine learning for document classification are super-
vised learning,[1] where the model is trained with labeled
documents, and unsupervised learning, where the predefined
category or training data is not available for the classification
task, rather clusters are made to observe the natural grouping
of the documents. Further, the given document in super-
vised approach can be labeled as a single-class document
as well as multi-class documents. Multi-class labeled docu-
ment classification is relatively challenging compared to the
single-class labeled document.[2] In addition to supervised

and unsupervised learning there exist a special form of learn-
ing known as semi-supervised learning (SSL).[3] SSL falls
in between supervised and unsupervised learning. In addi-
tion to labeled data, the algorithm makes use of unlabeled
data for training. In SSL, the data set X = (xi)i∈[n] can
be divided into two parts: the points Xl = (x1, · · · , xl) for
which labels Yl = (y1, · · · , yl) are provided, and the points
Xu = (xl+1, · · · , xl+u), the labels of which are unknown.
In practice, it is found that SSL is most useful whenever there
are far more unlabeled data than labeled. This is followed
by the fact that obtaining labels is time, labor and expense
intensive. SSL methods use unlabeled data to either modify
or reprioritize hypothesis obtained from labeled data alone.

Supervised learning models are widely applicable because
often the possible categories are predetermined based on
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business activities. Document classification mainly consists
of document representation (vector form), feature selection,
feature extraction, application of machine learning algorithm
on the data for evaluation. In this paper we performed classi-
fication task on NASA’s patent documents, available in html
format and downloaded from the U.S. Patent Office.[4] We
applied five machine learning methods k-Nearest Neighbors
(kNN), two variations of Support Vector Machine (SVM)
(with RBF and PolyKernel), and two tree-based classifier
(Random Forest and J48), to carry out the initial classifica-
tion on NASA patent data. We have assessed the accuracies
of the initial classification with 5 fold cross-validation (CV).
Based on the results, we conclude that the SVM performed
well on the available patent data compared to the other algo-
rithms.

To make document search convenient to the users, tag-words
can be generated from the training files as well as from the
input files based on the information gain[5] of the useful word
or term calculated from the given document. The genera-
tion of these tag-words will provide further fine-grained de-
tails about patents combining the subcategories information,
which can assist in search activities and document manage-
ment.

To perform the entire document classification and manage-
ment task, we have developed the proposed tool in Java,
available online (https://github.com/tamjidul/Pate
nt_Classifier). This tool uses the training data samples
that are available in the study,[4] builds model and then pre-
dicts the category of the input document. Along with the
classification, probability distribution of the document could
be viewed in pie chart by utilizing the probability values
which are generated by the classifier. This helps user predict
multi-labeled document and enable to place the document in
the most appropriate category.

One of the challenges in this paper was the existence of the
imbalanced dataset. Imbalance in training dataset implies sig-
nificant difference in the number of samples present among
the classes. Imbalance dataset is problematic, because the
total misclassification error of the majority class biases the
decision boundary in favor of the majority class by almost
masking the minority class.[6] In such cases the classification
would tend to over adapt the classes with high number of
samples ignoring the smaller classes.[7] To overcome the
problem of document classification involving imbalanced
and low training dataset, we have implemented a solution by
adding pseudo-synthetic data to the minority class.

The pseudo-synthetic data has been collected from well-
known[8] taxonomical repositories and articles, and fed into
the respective classes by generating files having chunk of

dataset within them. In this paper we analyze the accuracy
of SVM classifier with data imbalance problem in classes
and also describe how pseudo-synthetic data addition to the
training data set have improved the accuracy of the classifier.

1.1 Review of approaches in document classification
Text classification is considered as one of the key methods
for handling and organizing text data.[9] In the study,[9] docu-
ments which generally contained strings of characters, were
transformed into a suitable representation useful for learning
algorithms and classification problems. Based on informa-
tion retrieval research suggestions that word stems work very
well as representation units leading to attribute-value repre-
sentation of the text, the authors represented each distinct
word along with the number of times word occurs in the docu-
ment as a feature. The word stems are derived from the form
of a word by removing case and derived information.[10] For
example “machine”, “machining” are all mapped to the same
stem “machin”. This led to an attribute value representation
of the text data. For each unique word, the feature was repre-
sented as term frequency (ωi, d) where, ωi characterized a
word count in the data and d characterized the corresponding
text document. The stemming of the words reduced unre-
alistic feature variations, increased frequency count for the
important feature and reduced the input-features dimension.
This reduction of the curse of dimensionality[1] resulted in
improved classification accuracy. To overcome the unneces-
sarily large feature vectors, words are represented as features
if they have occurred in the training data set usually at least
3 times. Based on this representation, scaling the dimensions
of the feature vector with their respective inverse document
frequency (IDF, which is applied as the log inverse of ωi)
led to an improved performance. According to the study,[2]

IDF can be calculated from the total number of training docu-
ments (n) and the document frequency of the particular word
ωi as shown in (1):

IDF (ωi) = log( n

DF (ωi)
) (1)

where, DF(ωi) is the number of those documents in the col-
lection, which contains the term ωi. Based on the standard
feature vector representation of the text data, it was argued
in the study[2] that the support vector machines are more
appropriate for this type of setting. Different classification
methods such as Bayes, SVM, C4.5 and kNN were applied
on the Reuters-21578 and Ohsumed corpus[2] among which
SVM was found to have superior prediction with consider-
able performance gain.

In the study,[11] authors suggest that a document can be rep-
resented as an array of words, however, not all words in a
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document can be used for training the classifier, and those
words to be ignored are called stop words. For example,
auxiliary verbs, conjunctions and articles are classified as
stop words. In a preprocessing task, stop words are often
removed from consideration. In the article,[11] stop words,
consisting of list of common words, were used to ignore
the irrelevant features. Because of proven significance,[10]

stop words and term frequency-inverse document frequency
(TF-IDF) preprocessing techniques are implemented in our
project.

Feature transformation differs significantly from feature se-
lection approaches however, like feature selection, its main
purpose lies in reduction of feature set size. Principal com-
ponent analysis (PCA) has been widely used for the feature
transformation.[12] The aim of the usage of PCA is to gen-
erate a discriminative transformation matrix to reduce the
initial feature space into a lower dimensional feature space
which reduces the complexity of the classification without
any (zero to a little) trade off in accuracy as a choice. Feature

extraction or feature selection techniques like term frequency,
inverse document frequency and information gain described
in this paper[12] are followed in the preparation of our data.

Machine learning for text classification is becoming the most
popular for document classification, news filtering, document
routing, etc.[13] In text classification, effective feature selec-
tion is very important to make the learner model effective
and more precise. Commonly known metrics such as Chi
Squared, Bi-normal Separation, Information Gain, Proba-
bility Ratio, etc. have been applied on the data to extract
the features. Information Gain (IG) measures the decrement
in entropy when the feature is given versus the feature is
absent. IG is commonly employed as a term-goodness crite-
rion.[14] By knowing the presence and absence of a term in
a document, IG measures the number of bits of information
obtained for the category prediction. Let {ci}m

i=1 denote the
set of categories in target space, and the information gain of
a term t is calculated as in (2):

G(t) = −
m∑

i=1
Pr(ci) logPr(ci) + Pr(t)

m∑
i=1

Pr(ci/t) logPr(ci/t) + Pr(t̄)
m∑

i=1
Pr(ci/t̄) logPr(ci/t̄) (2)

where, m is the target space dimension, and Pr is the prob-
ability of occurrence of term t in document corpus. In the
seminal work of Yang and Pedersen,[14] the information gain
for each unique term was computed for a given training cor-
pus and the terms were removed from the attribute space, if
the information gain was less than the predetermined thresh-
old value. Furthermore, the authors performed evaluation of
feature selection techniques like IG, Chi-squared, Document
frequency thresholding, and Mutual information[14] using
Reuters[15] and Ohsumed[16] data and found Chi-squared and
IG were more effective in aggressive term removal without
losing categorization accuracy.

For a few machine learning approaches and text classifica-
tion strategies,[17] data preprocessing was done using feature
extraction and feature selection approaches. In feature extrac-
tion, stemming, tokenization, stop words removal etc were
applied on the documents. More than 100 variants of five
major feature selection methods were tested using four popu-
lar classification algorithms: Naive Bayesian (NB) approach,
Rocchio’s-style classifier, kNN technique and Support Vec-
tor Machines. Among all the machine learning algorithms,
Support Vector Machine, Naïve Bayes, kNN and their hy-
brid approaches with a combination of other algorithms have
shown better accuracy in the existing literature. NB algo-
rithm performed well in spam filtering and email classifica-
tion or categorization, which requires a small amount of data

for training to calculate the parameters useful for classifica-
tion. On the other hand, SVM method was able to effectively
collect the inherent characteristics and embed the structural
risk management principle which reduced the upper bound
on the generalization error. However, the main disadvantage
of SVM lies in difficulty of parameter tuning and selection
of kernels.

As indicated by Simon Tong,[10] support vector machines
SVMs have gained remarkable success in solving number of
real world problems. Usefulness of SVM based methods[18]

has resulted in its widespread popularity. In the study,[10]

authors represented the document as a stemmed, TF-IDF-
weighted word frequency vector. According to Kim,[19]

SVMs have been perceived as a standout amongst the best
classification strategies for some applications including text
categorization.[20] Their experimental data consists of a sub-
set of MEDLINE database[21] with 5 categories. Each cat-
egory has 500 documents which were further divided into
1,250 training documents and 1,250 test documents. The
authors have proposed, two Centroid based algorithms for
dimensionality reduction of clustered data. Based on these
two algorithms, for term document matrix A, the reduced
dimensional representation was achieved by transforming
each document vector in the m dimensional space to a vector
in the l dimensional space for some l < m. Additionally,
for dimension transformation, either the dimension reducing
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transformation GT ∈ Rl×m was computed explicitly or the
problem was formulated as a rank reducing approximation
where the given matrix A was decomposed into two matrices
Y and B i.e.

A ≈ BY (3)

where, B ∈ Rm×l with rank (B) = l, Y ∈ Rl×n with rank
(Y) = l and n is the number of training samples. Moreover,
the decision rule for support vector machines was formulated
as:

y(x, j) = sign(
∑

xi∈SV

αiyiK(x, xi) + b− θSV M
j ) (4)

where, y(x, j) ∈ {+1,−1} is the classification for the docu-
ment x with respect to the class j, SV is the support vectors
set, and θSV M

i is the class specific threshold for the binary
decision. The dual formulation of soft margin SVMs with a
kernel function K and control parameter C was represented
as:

αmax
i

n∑
i=1

αi −
1
2

n∑
i,j=1

αiαjyiyjK(x, xi),

s.t.

n∑
i=1

αiyi = 0, 0 ≤ αi ≤ C, i = 1, · · ·n
(5)

where, the αi’s are non-negative coefficients determined
numerically and the kernel function was represented with
K(xi, xj) =< φ(xi), φ(xj) >, where <,> represents an in-
ner product of two vectors, introduced to handle nonlinearly
separable cases without any explicit knowledge of the feature
mapping ø. In equation (4) the θSV M

i threshold was set so
that a new document x was not classified to belong to class
j when it was located very close to the optimal separating
hyper or affine plane. After performing classification using
algorithms like SVM and kNN, it was shown that the classi-
fication accuracy of the SVM was higher and it achieved a
significant reduction in the time and space complexity. De-
spite the fact that the learning capacity and computational
complexity of training in support vector machines might be
independent of the dimension of the feature space, it has
been shown that diminishing computational complexity is a
fundamental issue to proficiently deal with a large number
of terms in solving the text classification problems. Novel
dimension reduction strategies to lessen the dimension of the
text vectors drastically were implemented. Decision func-
tions for the classification algorithm including support vector
classifiers to deal with the classification issue where a text
document may have the probability of belonging to multiple

classes were presented. The significant exploratory results
in this paper and some additional papers[19, 22] demonstrate
that higher efficiency for both training and testing can be
accomplished without giving up prediction accuracy of text
categorization even when the dimension of the input space is
essentially decreased.

1.2 Overcoming data imbalance issue

According to Yanling Li, et al.,[7] imbalance in training
dataset means a significant difference in the number of sam-
ples present in the classes. In such cases, the classification
would tend to over adapt the classes with high number of
samples ignoring the smaller classes. In most of the text
classification problems this data imbalance is common. For
example in monitoring the public opinion data, information
security and supervision, most of the cases the quantity of
texts which holds a negative view will be very low compared
to the positive views. Classification algorithms like SVM,
kNN, and neural network are not adaptive in handling the im-
balanced data sets. Their paper mainly focused on analyzing
different forms of data imbalances including text distribution,
class overlap, and class size and devised the conclusions
based on experimental values.

According to Rehan,[23] SVM has been widely considered
and has indicated noteworthy accomplishment in numerous
applications. The accomplishment of SVM is extremely con-
strained when it is applied to the problem of learning from
imbalanced datasets in which negative cases intensely dwarf
the positive cases (e.g., in gene profiling and distinguishing
credit card fraud). Under-sampling the majority instances
and oversampling the minority instances were the main ap-
proaches applied for imbalanced data sets. A new algorithm
which needs to bias SVM in a way that will push the bound-
ary away from the positive instances is introduced. The per-
formance of proposed algorithm on UCI datasets[24] against
the Synthetic Minority Oversampling Technique (SMOTE)
algorithm by Chawla et al., consolidated with Veropoulos
et al.’s[25] different error costs calculation, alongside under-
sampling and general SVM, demonstrate that the proposed
algorithm works well. The main problem with imbalanced
data sets is that they skew the boundary towards the minor-
ity class instances. The classification function for the hard
margin linear SVM is as follows:

sign((w.b) + b) (6)

where, w is a vector that is normal to the separating hyper-
plane. The norm of w and variable b decide the distance of
the hyperplane from the origin. This skew of the learning
hyperplane is tested on UCI datasets.[24] Ideal boundary for
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this dataset is measured by testing balanced datasets which
are linearly separable and noise free in the feature space.
When SVM classifier is applied on the balanced UCI data,
100% accuracy is achieved. Upon repeating the experiment
by keeping the positive instances same and reducing the neg-
ative instances, the results have shown a significant angles
between ideal and learned hyperplane. Thus, this motivates
us to reduce the data imbalance issue in our training set,
while applying SVM with a good faith.

There are several methods to generate synthetic data that
follow distribution of real data such as adding Gaussian,
or other suitable noise[26] to the existing actual data and
using subrogation techniques.[27] The quality of the subro-
gation techniques for multivariate data can be guaranteed
by constraining them to have the same covariance, marginal
distribution, and joint distributions as the real multivariate
data.

2. APPROACHES TO DOCUMENT CLASSIFICA-
TION USING MACHINE LEARNING

In supervised approach, single-label documents are those
which are classified into one class only, multi-label doc-
uments are those which are classified into more than one

class.[2] In this project we perform multi-class classification,
in which a file is predicted into one of the predefined cate-
gories. Supervised learning models are widely applicable
and can offer the insight about how the explanatory variables
are related to the categorical response variable.

We applied five machine learning methods: k-Nearest Neigh-
bors (kNN), two variations of Support Vector Machine
(SVM), and two tree-based classification algorithms Ran-
dom Forest and J48 on the experimental data[4] to carry out
the initial classification. We have assessed the accuracies
of the initial classification with 5 fold CV. Table 1 shows 5
fold CV accuracies obtained from various methods using the
full text documents. Based on the results from Table 1, we
have proceeded with SVM classifier algorithm to make the
classification tool more robust for this experimental setup,
because, in our preliminary assessment (see Table 1) SVM
already has outperformed others.

Applied methods and integrations

Our experimental setup consists of the 4 stages: i) Experi-
mental Data Collection, ii) Data Preprocessing, iii) Applying
Machine Learning algorithms, and iv) Pseudo-synthetic Data
Injection.

Table 1. Comparison of five machine learning methods 5 fold cross-validataion accuracy for the given 15 categories
 

 

Method 
kNN 
(w/k = 9) 

SVM 
(w/RBF-kernel) 

J48 Random Forest 
SVM 
(w/PolyKernel exp(1.0)) 

Accuracy 54% 55.4% 57.07% 61.04% 69.2% 

Note. Values in Bold indicates highest accuracy 

 

Figure 1. Steps involved in text classification process. The
Experimental data is preprocessed using unsupervised and
supervised filtering techniques. Machine learning
algorithms are applied on the preprocessed data. Based on
the model accuracy and training samples available in each
class, pseudo-synthetic data is added and the process is
repeated from sub-section 2.2.

The Experimental data is collected and preprocessed using
StringToWordVec and AttributeSelection filters using weka

class.[28] Once the data is preprocessed, the model is trained
with the data. Depending on the accuracy of the model ob-
tained using cross fold validation, pseudo-synthetic data is
added to the required classes and the process is repeated
from sub-section 2.2. Figure 1 shows the process flow of our
methodology.

2.1 Experimental data collection
By manual processing, a team of NASA experts identified 15
top-level categories for their patents. The information about
these patents is available online.[4] By selecting one of these
categories, the NASA’s (intelligent properties) portfolio is
capable of restricting the results within the chosen category.

However, improvement is needed for the initial classification.
For example, the precision of the search results of “social
network” is only 4.2%; out of 24 output items (descriptions
of patents), 23 are irrelevant but included due to the word
“network”. On the other hand, the relevant item is catego-
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rized under “Health, Medicine and Biotechnology”. Finding
the relevant item through category-by-category search will
take time because the logical relationship between “social
network” and “Health, Medicine and Biotechnology” is not
obvious. The problem of this example can be effectively
solved by refined categorization and semantic tagging.

In the experimental data, each patent document was assigned
category and was classified into 15 different categories. Ta-
ble 2 shows the available training document for each class.
We assumed that majority of the manually assigned classes
to the patent files were correct, but some files could be mis-
classified. Further, some files could be qualified for more
than one classes but only one class has been assigned.

Table 2. Number of training documents available in the
experimental data

 

 

 SL. Classes Patent File Count/Class 

1 Aeronautics 87 
2 Communications 29 
3 Electrical and Electronics 47 
4 Environment 28 
5 Health Medicine and Biotechnology 83 
6 Information Technology and Software 81 
7 Instrumentation 33 
8 Manufacturing 35 
9 Materials and Coatings 190 
10 Mechanical and Fluid Systems 73 
11 Optics 71 
12 Power Generation and Storage 25 
13 Propulsion 24 
14 Robotics Automation and Control 67 
15 Sensors 192 

Challenges faced in experimental data

(1) Data Imbalance Issue

Problem: Data Imbalance issue: The number of training
samples for each class in the experimental data set is not con-
sistent. For example, the samples count of “Sensors” class is
8 times more than the “Power Generation and Storage” class.

Solution: The classifier model tends to favor the “Sensors”
class due to being a majority class over the other class. To
resolve this issue we added pseudo-synthetic data to the mi-
nority class, which contain relatively less number of training
samples. Also, when the data sets are very small, this ap-
proach helps in increasing the training material for the model
i.e., the number of features helpful for the classification is
increased and also the classifier will be able to predict the
unseen patents correctly due to addition of new and relevant
words.

(2) Presence of Less Informative Sections in Patent Files

Problem: The patent file has “References” section in a patent
document, which does not provide positive information about
the document.

Solution: Every section of patent file in the experimental data
is not useful for training. Hence, extracting features from the
“References” section of a patent document merely increases
the dimensionality of the space rather than providing useful
information. Thus some sections like, “References”, “See
also” etc. were removed from the files, which deliberately
provides useful words for training the classifier.

2.2 Data preprocessing
Creating the input file: The text documents in the experimen-
tal data were converted into Attribute-Relation File Format
(ARFF) format. An ARFF file is an ASCII text file that de-
scribes the list of instances sharing a set of attributes. ARFF
files have two different sections. First section of the ARFF
file consists header information and the second section con-
tains data information. Once the patent files are converted
into ARFF file, it is preprocessed and used for preparing
training file for the classifier.

At this stage, we apply filtering. This stage processes the
texts of the extracted text-database into a set of unigrams
(words) in two steps: i) Unsupervised filtering and ii) Super-
vised filtering.

Table 3. Supervised filtering options applied on data in the experimental setup
 

 

Filter Option Value set Explanation 

wordsToKeep 1,000 This option selects 1,000 words from each category as attributes. 
outputWordCounts True Absence/Presence of word is calculated using 0/1 format. 
normalizeDocLength True It normalizes the frequencies of word in a document. 
TFTransform True TFTransform is set true for the calculation of word weight. 
IDFTransform True IDFTransform is set true for the calculation of word weight. 
Stemmer Snowball stemmer Snowball Algorithm is selected for this option. 

Stop words Words From File 
File containing stop words list is selected for this option (It gives                                    
the advantage of adding stop words manually into the file). 

tokenizer  .,; : ' " ( ) ? ! 
WordTokenizer is selected, such that the document is converted into tokens based on 
the options. 
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First, unsupervised filter StringToWordVector[28] is applied
on the data, which converts string attributes containing in-
dividual document-text, into a set of attributes representing
the word occurrence information. StringToWordVector filter-
ing options are shown in Table 3. The number of attributes
generated after applying StringToWordVector filter is 4,855
words. Once the StringToWordVec filter is applied on the
data, the attributes are generated without considering any
relationship with respect to the class information as being

unsupervised filtering. To view the attributes in sorted order
of information gain, Attribute selection filter is applied on
the generated attributes from unsupervised filter.

Second, we applied supervised filtering. Table 4 shows the
options applied in AttributeSelection filter. The number of
attributes generated after applying Attribute Selection filter
is 1,218. Table 5 shows the weights and attributes after ap-
plying supervised filter on the data. The attributes are ranked
in descending order of their TF-IDF weights.

Table 4. Supervised filtering options applied on data in the experimental setup
 

 

Filter Option Value set Explanation 

Evaluator InfoGainAttributeEval Attributes are selected based on the information gain ratio. 

Search Ranker 
Threshold value is set to 0.0, such that all attributes with positive 
information gain is considered. 

 

Table 5. Weight (TF-IDF) - Attributes after supervised
filtering

 

 

Weight (TF-IDF) Attribute Name 

0.1800 light 

0.1660 materials 

0.1637 metal 

0.1571 signal 

0.1437 optical 

….. ….. 

0.0508 electromagnetic 

0.0478 suspension 

0.0476 controllers 

0.0471 molecule 

0.0465 reflective 

….. ….. 

0.0242 nanotechnology 

0.0220 biomolecule 

0.0215 alkali 

0.0214 recycling 

 

2.3 Applying machine learning algorithms for classifica-
tion

We used NASA’s predefined patent documents as training
data for performing classification. Implementation steps are

discussed in the following section.

Applying algorithms on experimental data: The results from
Table 1 suggest that the current data, without refinement
cannot be used to build up a robust classifier. For example,
kNN is a simpler method and the poor accuracy (54%) indi-
cates that there exist many overlapped samples or, mislabeled
samples.

On the other hand, SVM with various parameters, can very
efficiently fit the (augmented) dataspace, once the given sam-
ple is considered the ground truth, which is however not
true in this case and the accuracy (∼70% using SVM) is
not very high. Further, the tree based approaches (Random
Forest, J48) which are usually good for noisy data are not
even providing good accuracy either. Therefore, we planned
to identify the good sample to determine the natural and ef-
fective class boundaries using simpler method. The simpler
method, such as kNN, may help us avoid overfitting.

Robust Training and Testing: To arrange robust and effective
training using kNN approach, we implemented the following
two steps:

1) Identify the best k value in the kNN approach (see Tables
6 and 7)

2)Iteratively retrain and remove the misclassified sample and
obtain best 5 fold CV accuracy

Table 6. Comparison of 5 fold CV accuracies of kNN with different values of k from 1 to 10

 

 

 

K value 1 2 3 4 5 6 7 8 9 10 

Accuracy% 60.11% 54.98% 55.63% 55.82% 54.70% 54.98% 55.35% 54.14% 53.96% 55.07% 
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Table 7. Comparison of 5 fold CV accuracies of kNN with different values of k from 11 to 20

 

 

 

K value 11 12 13 14 15 16 17 18 19 20 

Accuracy% 53.68% 54.52% 54.70% 54.33% 54.98% 54.70% 54.52% 54.24% 52.84% 53.86% 

We exhaustively computed the classification accuracy, for
k = 1 to 20, and there is lesser variations among the out-
comes. We avoid selecting k = 1, because k = 1 by nature
mostly over-fits, hence avoidable. Thus, we selected the most
reasonable as well as optimal value, k = 7.

Iteratively retain and remove the miss-classified sample and
obtain best 5-fold CV accuracy: This is the most important
step to retain the best samples and retrain using appropri-
ate sample for higher accuracy. For each iteration, we had
to remove the misclassified files applying semi-automatic
approach. The confusion matrix and the accuracy in each
steps are shown below. It is to be noted that the accuracy is
usually expected to be increasing in each steps - however,
it can degrade while there are very insufficient sample for
a class or classes, or, the samples among classes become
heavily imbalanced:

Iteration#1: kNN (k = 7), accuracy 81.47%, this is achieved
by removing miss-classified samples 1st time (shown in Ta-
ble 8).

Iteration#2: kNN (k = 7), accuracy 89.73%, this is achieved
by removing misclassified samples 2nd time (shown in Table
9).

Table 8. Confusion matrix of the samples kNN Iteration 1

The confusion matrix shown in Table 10, is achieved by per-
forming SMO poly-kernel method on kNN’s second iteration
data. The accuracy achieved is, 96.0331%. It is to be noted,
that as the training samples further decreased in classes like
“Communications”, “Power Generation and Storage” etc. we
restored the original samples into the data set to avoid poor
training set. To improve the model accuracy further we have

proposed to add pseudo-synthetic data to the training files
which is discussed in the following section.

Table 9. Confusion matrix of the samples kNN Iteration 2

Table 10. Confusion matrix of the samples kNN Iteration 2
while using SVM with poly-kernel

2.4 Addition of pseudo-synthetic data in training

Reducing the difference in number of training samples be-
tween classes: We first tried to increase the number of sam-
ples in the less populated classes (i.e., classes having fewer
number of training samples) by copy pasting the available
files in their respective classes. Doing so will increase the
count of files in the classes but could not achieve much ac-
curate results upon testing. As the samples in small classes
are copy-pasted, it increases the number of training data and
increases the weight of the training attributes. However, as
we tested the data, which is not seen by the training model, it
resulted in poor accuracy. And the accuracy was 46.2366%
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and total 93 files tested.

To overcome the problem of text classification involving
imbalanced and low quantity of training dataset, we have
implemented a solution by adding pseudo-synthetic data
in the classes that have less number of samples.[30] The
pseudo-synthetic data has been collected from well-known
taxonomical repositories[8] and articles, and fed into the re-
spective classes by generating files having chunk of dataset
within them. Keywords related to each class has also been
collected in this procedure and are added into text files and
are fed into the classes for training purpose. The purpose
of the addition of the keywords is to have higher informa-
tion gain for the keywords/attributes, which are very closely
related to a particular class. In future when a new patent
document is given for prediction, it is expected that due to
feeding relevant data in the training pseudo-synthetically, the
prediction can be made more accurate. Pseudo-synthetic data
is collected based on the major areas that are sub domains for
the top class. For example, for the top class, “Aeronautics”,
we have collect data that is suitable for sub-categories such
as: “Aerodynamics and Fluid Mechanics”, “Structures and
Materials”, “Propulsion and Power”, etc.

We trained the model with the relevant data and tested it with
several other related input files. Based on the data provided
by NASA and the pseudo-synthetic data that is collected, sub
categories are classified. We read the documents thoroughly
and cross-validated against mature resources like IEEE[8]

for the sub category classification and fit the data in the
respective sub classes for training.

2.4.1 Pseudo-synthetic data collection
We have collected data from MediaWiki database. The main
advantage of adding pseudo-synthetic data is that the model
can handle new/unseen data that comes for testing hence can
result in better prediction. By adding pseudo-synthetic data
into classes, the ill impact of imbalance has been subsided
and the domination of the higher sample classes reduces
gradually, which ultimately improves the model accuracy for
testing cases, i.e., true prediction in classification enhanced.

2.4.2 Web crawler for data collection
Collecting data from each source is a tedious task. This issue
can be resolved by using web crawling technique. A web
crawler is a simple program to collect data from web, which
uses web links as inputs. We built a web crawler to collect
data from internet (MediaWiki) and use it in training data
set. We have collected sub category list for each top category
from IEEE taxonomy. We provide web crawler the URL of
MediaWiki and a taxonomy word to search for. The crawler
will go to the web page and download as text file and if the
link doesn’t work, it will go to the next page and repeat.

Visiting the pages that is already visited should be taken care
of while extracting data. Thus the data that is required to
reduce the class imbalance issue is collected.

Table 11 shows the increase in file count for each category us-
ing web crawling technique. The training samples increased
from 1,065 to 1,600, which reduced the data imbalance issue
in the training dataset.

Table 11. Training sample file count before and after
insertion of pseudo-synthetic data

 

 

SL. Classes 
Old File 
Count/Class 

New File 
Count/Class 

1 Aeronautics 87 125 

2 Communications 29 52 

3 Electrical and Electronics 47 93 

4 Environment 28 44 

5 
Health Medicine and 
Biotechnology 

83 98 

6 
Information Technology and 
Software 

81 105 

7 Instrumentation 33 130 

8 Manufacturing 35 121 

9 Materials and Coatings 190 192 

10 Mechanical and Fluid Systems 73 99 

11 Optics 71 112 

12 Power Generation and Storage 25 73 

13 Propulsion 24  24 

14 
Robotics Automation and 
Control 

67  118 

15 Sensors 192 214 

Total  1065 1600 

 

3. RESULTS
The performance of five of the methods implemented in this
work is evaluated based on an independent test dataset (TsD)
of 116 randomly selected documents, belonging to various
classes, from the dataset, which was generated after second
iteration of kNN (see Table 6). Two separate training datasets
are prepared: i) dataset before addition of pseudo-synthetic
data (TrD1) and ii) dataset after addition of pseudo-synthetic
data (TrD2). TrD1 is the same dataset obtained after sec-
ond iteration of kNN (see Table 6). None of the documents
from the independent test dataset were used in the training
of the models. Figures 2, 3 and 4 show the performance
comparison of five different methods based on three different
indices: i) overall accuracy, ii) kappa statistics and iii) recall
score respectively. All of the five machine learning methods
(kNN, SVM [w/RBF-kernel]), J48, Random Forest and SVM
[w/PolyKernel]) were separately trained using two separate
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training dataset TrD1 and TrD2 then tested on an indepen-
dent dataset TsD. The first performance measure, overall
accuracy, provides the percentage of correctly classified in-
stances. It is computed as the number of correctly classified
instances over the total number of instances present in the
dataset. The second measure, kappa statistics, is computed
as the difference between observed agreement and expected
agreement. It is standardized to have value in between -1 to
1, where 1 is perfect agreement, 0 is exactly what would be
expected by chance, and negative values indicate agreement
less than chance. The third measure, recall score (also known
as sensitivity), is used to identify a classifier’s completeness
in classifying the positive class. It is computed as the pro-
portion of instances classified as a given class divided by the
actual total in that class.

From Figure 2, it is evident that SVM with poly-kernel
method outperforms kNN, SVM with RBF-kernel, J48 and
Random Forest methods based on overall test accuracy, re-
gardless of whether the methods are trained with TrD1 or

TrD2. Moreover, Figure 2 indicates that SVM with RBF-
kernel, J48 and SVM with poly-kernel methods provide im-
proved performance when the models are trained using TrD2
instead of TrD1. Besides, kNN and Random Forest meth-
ods show reduced accuracy when the models are trained
using TrD2. Likewise, from Figure 3, we can see that SVM
with poly-kernel method performs better than kNN, SVM
with RBF-kernel, J48 and Random Forest methods based
on kappa statistics, regardless of whether the methods are
trained with TrD1 or TrD2. Additionally, Figure 3 indicates
that SVM with RBF-kernel, J48 and SVM with poly-kernel
methods provide improved performance when the models
are trained using TrD2 whereas, kNN and Random Forest
methods show reduced accuracy. In a like manner, the results
indicated by Recall score in Figure 4 shows similar trend to
the results indicated by overall accuracy and kappa statistics
in Figures 2 and 3. Thus, we can see that all the three indices
we used for performance evaluation suggests that injection
of pseudo-synthetic data has helped improve the accuracy of
the classifier.

Figure 2. Comparison based on overall accuracy of five different machine learning methods trained using two different
training datasets (TrD1 and TrD2) and tested on TsD

Furthermore, using TrD1 for training, TsD for testing and
SVM with poly-kernel based machine learning method, we
achieved highest overall accuracy, kappa statistics and recall
score respectively 64.6552%, 0.6144 and 0.647. On the other
hand, using TrD2 for training, TsD for testing and SVM with
poly-kernel based machine learning method, we achieved
the highest overall accuracy, kappa statistics and recall score,
respectively, 66.3793%, 0.6319 and 0.664. Thus, there is a

clear improvement of about 3% in test accuracy when TrD2
is used to train SVM with the poly-kernel method. Tables
12 and 13 show the confusion matrix obtained using SVM
with poly-kernel method, where TrD1 and TrD2 are used
as the training sets respectively and TsD is used as the test
set. In addition to confusion matrix, Figures 5 and 6 shows
the scatter plot of actual versus predicted class for the test
dataset, TsD, obtained using SVM with poly-kernel method

10 ISSN 1927-6974 E-ISSN 1927-6982



http://air.sciedupress.com Artificial Intelligence Research 2018, Vol. 7, No. 1

where TrD1 and TrD2 are used as training set respectively.
The overlapped cross and square shapes shows the correct
prediction. The count of overlapped shapes in each row of
Figure 5 and 6 provide the number of correctly classified
documents. Likewise, columns of Figures 5 and Figure 6
show the correctly classified and misclassified documents.
In case, the document is misclassified, the actual and the
incorrectly predicted class of the document can be seen from

these figures. The visual comparison of Figures 5 and 6 show
that the higher number of overlapped shapes are presents in
Figure 6, which implies that the injection of pseudo-synthetic
data resulted in improved performance. The reason behind
the improvement of the accuracy of the model is the weights
(TF-IDF) of the attributes, which assisted further information
gain.

Figure 3. Comparison based on Kappa statistics of five different machine learning methods trained using two different
training datasets (TrD1 and TrD2) and tested on TsD

Figure 4. Comparison based on recall score of five different machine learning methods trained using two different training
datasets (TrD1 and TrD2) and tested on TsD
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Figure 5. Scatter plot of actual versus predicted class for test dataset TsD. Here, the SVM with poly-kernel was trained
using TrD1. The overlapped cross and square shape show the correct prediction.

Figure 6. Scatter plot of actual versus predicted class for test dataset TsD. Here, the SVM with poly-kernel was trained
using TrD2. The overlapped cross and square shape shows the correct prediction

Table 12. Confusion matrix of the test samples before
addition of pseudo-synthetic data

Table 13. Confusion matrix of the test samples after
addition of pseudo-synthetic data
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4. CONCLUSIONS AND FUTURE WORK

In this paper, we designed a novel method for patent doc-
ument classification and sub classification using machine
learning techniques. Our method involves data preprocess-
ing techniques necessary for document classification and
handling overlapped classes. In this study, we found that the
accuracy of the document classifier (5 fold cross validation
results) improves from 69.20% to 96.03% with the removal
of misclassified files from the training dataset. In addition,
data imbalance issue causes a drop in the accuracies of the
classifier models. To mitigate the problem, we applied sev-
eral techniques to reduce the data imbalance issue in training
dataset. Fortunately, the addition of pseudo-synthetic data
improved the classification accuracy. This process might
help the future researchers to proceed further in the usage
of pseudo-synthetic data for the reduction of data imbalance
problem in training sets in a meaningful way. We have devel-
oped two models for document classification, first, excludes
the misclassified files from the training data, second, does not
exclude misclassified files, where the former model achieved
more accuracy percentage. It is to be noted that both the mod-
els are equally important as the class overlap helps us acquire
the probabilities with which the input file fall into multiple

classes. Furthermore, we suggest the method of obtaining the
tag words which provide fine-grained level of details about
the input file or categories generated based on the informa-
tion gain of the terms. The terms with highest frequency gain
from the data were considered as the tag words. We would
like to draw the attention of researchers to perform in detail
analysis and implementation of sub category classification,
as it needs more training data for building a robust model,
which can be achieved by collecting more pseudo-synthetic
data.

In addition to single classifier, fusion technique could further
improve the accuracy of the multiclass classification problem
of patent documents, studied under this work. Potential fu-
sion techniques could be ensembles of classifiers with voting
scheme, cascaded classifiers, stacking of ensemble of classi-
fiers, cascaded classifiers with iterative learning etc. Further,
it would be interesting to see if the cascaded learners, the
output of one learner, used as an input to the next learner,
could help improve the prediction accuracy.
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