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ABSTRACT

Handwritten recognition systems are a dynamic field of research in areas of artificial intelligence. Many smart devices available
in the market such as pen-based computers, tablets, mobiles with handwritten recognition technology need to rely on efficient
handwritten recognition systems. In this paper we present a novel Arabic character handwritten recognition system based on
a hybrid method consisting of a genetic algorithm and a Learning vector quantization (LVQ) neural network. Sixty different
handwritten Arabic character datasets are used for training the neural network. Each character dataset contains 28 letters written
twice with 15 distinct shaped alphabets, and each handwritten Arabic letter is represented by a binary matrix that is used as
an input to a genetic algorithm for feature selection and dimension reduction to include only the most effective features to be
fed to the LVQ classifier. The recognition process in the system involves several essential steps such as: handwritten letter
acquisition, dataset preparation, feature selection, training, and recognition. Comparing our results to those acquired by the
whole feature dataset without selection, and to the results using other classification algorithms confirms the effectiveness of our
proposed handwritten recognition system with an accuracy of 95.4%, hence, showing a promising potential for improving future
handwritten Arabic recognition devices in the market.

Key Words: Handwritten character recognition system, Feature selection, Pattern recognition, Handwritten characters, Arabic
alphabets, Neural network, Learning vector quantization network, Genetic algorithms

1. INTRODUCTION

The process of designing an efficient handwritten character
recognition system (HCR) is a challenging research area in
the field of artificial intelligence. It confronts a need for quick
advancement in the automation process of smart devices and
it aspires to improve the man and machine interface. Several
research papers have been focusing on new techniques and
algorithms that would provide a higher handwritten recog-
nition accuracy while reducing the processing time in smart
devices such as cell phones, tablets, and pen-based comput-
ers.[1] With handwritten recognition systems there is also

the issue of facing a diverse dataset containing noise from
different individual hand style writings and using different
instruments (pens, pencils, ink-pens...etc.), also the existence
of non-character objects such as dots and dashes.[2, 3] Most of
the reliable recognition systems used in many languages such
as English, Chinese, Japanese, and Arabic are either based on
hidden Markov model (HMM), fuzzy set recognition systems
or on artificial neural networks (ANN).[4–10] ANN have been
successfully applied to many areas of pattern recognition
especially in the field of handwritten character recognition
and they have shown significant improvement in results over
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the conventional methods.[13, 14] Most of the attempts were
on the English handwritten characters’ recognition, but there
is limited research done related to the Arabic handwritten
character and text recognition.[11, 12] Arabic character recog-
nition confronts many difficulties such as the cursive nature
of Arabic and that there are many external objects added to
some letters such as dots, dashes and other diacritic objects

.[15–18]

The most aspect affecting the accuracy of the handwritten
recognition system is the quality of the feature space se-
lected to represent the handwritten input samples.[19, 20] The
size of the feature subset is important too, since having too
many features can affect the efficiency of the learning algo-
rithm especially when irrelevant, weak or redundant features
are present.[21–23] Also, the feature subset must include all
the important information on the diversity in style, shapes,
sizes, which can be found in handwritings of different writ-
ers.[24–27] Reducing the dimensionality of the dataset is also
crucial to the accuracy of the classification method and to
the selection of the feature set.[28–30] Many techniques exist
for feature selection and reducing the dimensionality of the
dataset and they all fall under two main categories: either
a selection method which selects features from the existing
original dataset without any kind of transformation, or an
extraction method which transforms the original dataset into
a smaller feature dimension space, via any linear or nonlinear
transformation.[31–33] The selected feature subset must be the
best according to a specified measure, because this feature
subset will define the whole search space to be investigated
during the learning phase.[33, 34] Generally, the size of the
selected feature subset affects the computational cost of the
classification process, so if we start with a subset of size
M from an original dataset of size Z then the number of
computations depends on these dimensions and there will be
2M possible subsets of Z, which adds a large computational
burden on the procedure.[21, 35]

There are many search algorithms that attempt to generate
feature subsets by selecting the feature that produces the
highest significant improvement in a cost function. Since
these algorithms do not consider complex interaction among
several features, in many cases they lead to unsatisfactory op-
timal solution[21] such as the Greedy selection, the branch and
bound methods, and the floating search techniques.[27, 36, 37]

An alternative way to cope with such a search need is to
use Genetic Algorithms (GA), Which have demonstrated to
be an effective search tool for finding near-optimal solution
in complex and nonlinear search spaces.[28, 38, 39] For this
reason, GA based search strategies have been widely used to
solve feature selection problem and hence handwritten char-
acter recognition problems.[26, 40, 41] Most of the approaches

proposed in the context of handwriting recognition apply
methods which reduce the number of features, while guaran-
teeing the recognition accuracy to be high.[13, 18, 42, 43] Char-
acter recognition can be used for many applications such
as: in automatic car number plate recognition devices, in
converting handwriting inputs to a computer, in touch screen
computers, in a blind’s reading aid, and as a general improve-
ment of the performance of many smart devices.[9] From
the character recognition point of view, the Arabic character
recognition is a hard problem, and various classical methods
have been used.[15, 17, 44–49] Some of them have used neural
networks such as Sarfraz et al.,[12] Mezghani N.,[10] Abed &
Alasad,[51] Altuwaijri & Bayoumi,[43] Sarhan et al.,[52] and
Haraty & Hamid.[49]

In the literature there were many interesting research papers
on the subject such as Breukelen et al.[13] who introduced a
classifier for the recognition of off-line English handwritten
digits based on images captured by a phone-camera. An
adaptive thresholding method was used to get all needed
information, and for the classification phase three classifiers
were used: SVM, Naïve Bayes and a multilayer perceptron.
The database was created containing 3,380 samples collected
from different volunteering writers. The features were ex-
tracted to reach a total of 54 features by 9 × 6 pixels. The
system is tested and gave accurate result on 570 different
samples of 26 alphabets. While in Abed & Alasad[51] a high
accuracy Arabic handwritten character recognition system
was used with an ANN based on error back-propagation,
with a segmentation stage, which divided letters into the cat-
egories (initial, medial, final and isolated). In Bouslama &
Amin[18] a structural analysis method and fuzzy approach
were combined to produce a hybrid algorithm that employed
these techniques, where structural analysis classified letter
classes and fuzzy logic allowed for handwriting variability
within the same class samples. In Sarhan et al.[52] an Arabic
character recognition system using ANN and statistical anal-
ysis was employed, which exhibited error minimizing in an
on-line recognition system for isolated Arabic characters. In
El-Wakil & Shoukry[17] an on-line handwritten isolated Ara-
bic characters’ recognition system was used, and the number
of letter classes was based on a template matching. Recogni-
tion accuracy varied with the length of the initial string, but
the optimal string length gave an accuracy of 84% by testing
7 writers on sets of 60 characters and weighting the features
manually according to their relative importance, results gave
a maximum accuracy of 93%. In Alimi[42] an evolutionary
neuro-fuzzy approach was used for a recognition system
that classified letters from different hand-writing styles. In
Hussein et al.[53] an optical character recognition of Arabic
Handwritten character using Hopfield neural networks, they

44 ISSN 1927-6974 E-ISSN 1927-6982



http://air.sciedupress.com Artificial Intelligence Research 2018, Vol. 7, No. 2

designed the system and trained with 8 Arabic characters.
Elleuch et al.[54] introduced an Arabic handwritten character
recognition system using deep belief ANN it was tested on a
large dataset and recorded a high 98% accuracy. In El-Salwy
et al.[55] a convolutional neural network CNN is used for off
line Arabic character recognition. CNN is a supervised deep
learning feed forward neural network mostly used for image
recognition with large sets of high dimensional possibly non-
linear data. CNN is a multilayer perceptron with minimal
pre-processing’s, shared weights and usually three types of
layers; a convolutional layer, a pool layer and multiple non-
linear hidden layers.[55] It mimics animal visual cortex and
the overlap between the neurons makes sure all the visual
fields are covered. Unlike other learning machines that needs
to combine a feature extractor and a learning classifier, CNN
does these procedures through its unique neuron/layer ar-
chitecture design and it automatically extracts the important
features, but it needs a large amount of input data to prevent
over fitting.[56]

This paper presents a novel automated recognition system
for isolated handwritten Arabic characters consisting of a
combination between the learning vector quantization neural
network (LVQ) and the genetic algorithm for feature selec-
tion. First, a genetic algorithm attribute selection algorithm
is applied for the identification of the prominent feature, then
the learning vector quantization network is used for recogni-
tion, as seen in Figure 1. The paper is organized based on the
following section: Sections 2 and 3 describe the background
of the proposed methods; genetic algorithms for feature se-
lection and LVQ neural network for classification. Section
4 describes the preparation steps for the handwritten Arabic
character dataset, and in section 5 the combined GA-LVQ
method is presented. Finally, Sections 6 and 7 present our
results and conclusions.

Figure 1. This Basic structure of a GA-LVQ approach

2. GENETIC ALGORITHM FOR FEATURE SE-
LECTION

In pattern recognition the accuracy of the classification re-
sults depends greatly on the initial data feature set. Therefore,
starting with an accurate extracted feature set is important

in obtaining high performance. Defining appropriate fea-
tures is a hard task since it involves work in data sets con-
taining noise, redundancy and have high dimensionality.[31]

Hence reaching an optimal feature set is not an easy task on
the system. A good feature selection mechanism facilitates
the classifier’s job and eliminates noise, redundant and un-
wanted features.[24, 41] It is preferred to reach a minimum
sized set of features that still allows the classifier to choose
pattern classes efficiently. One of these feature selection
methods that processes the features according to their rank
without overlooking the correlation between them is a heuris-
tic search method and one of these heuristic approaches is
the GA.[38] The genetic algorithm method is an iterative pro-
cedure that involves a population representing the search
space for possible solutions to the given optimization prob-
lem.[57] An individual is a possible solution amongst these
possible solutions in the population. Every individual has a
chromosome, which is a bit encoding of the representative
solution, generally, expressed in binary format.[57] Fitness is
a characteristic measurement of how fit or good the individ-
ual is and is a sign whether the individual will be selected
for the reproduction stage or not. The basic genetic algo-
rithm proceeds as follows: an initial population of members
is generated heuristically or at random.[36] Then, at every
generation step, the members of the population are evalu-
ated according to a fitness function that describes the given
optimization problem in the search space. To form the new
generation’s population, members with high-fitness scores
reproduce, while low-fitness members do not reproduce and
hence gradually disappear.[26, 58, 59] This process simulates
natural selection and evolution procedures, such as inheri-
tance, selection, mutation, and crossover that influence the
process of generating the best fit members throughout the
evolving generations.[34, 56, 58, 60] GA has been applied to fea-
ture selection problems in many research papers, such as by
Siedlecki & Sklansky[38] where the GA was combined with a
KNN classifier. The KNN classifier determined the classifica-
tion performance of each feature set selected. Where a binary
feature selection vector consists of a bit for each feature, with
the bit = 1 indicating that the feature will participate in the
KNN classification, and with a bit = 0 indicating that it will
be omitted. The genetic algorithm searches for a feature se-
lection vector with a minimal number of 1’s, and a low error
rate in the KNN classifier.[61] Later work by Punch et al.[20]

expanded this approach to use the genetic algorithm for fea-
ture selection and instead of a selection vector consisting of
only 0’s and 1’s, the genetic algorithm constructed also an
associated weight vector, in which a real-valued weight is set
to each selected feature. The classification accuracy obtained
is then returned to the GA as a fitness score for this feature
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selection vector. Using this information, the GA searches
a feature selection vector that maximizes classification ac-
curacy while minimizing the dimensionality of the original
dataset.[26, 35] There are other feature extraction methods
in the literature, two of the most popular are Linear dis-
criminant analysis (LDA) and principle component analysis
(PCA). PCA optimizes the transformation matrix by find-
ing the largest variations in the original feature space. LDA
pursues the largest ratio of between-classes variation and
within classes variation when projecting the original feature
space.[34] The advantage of these methods is their ability to
reduce feature dimension however they have limitations that
the decision boundaries generated are linear and cannot be
relied on when nonlinearity is evident in the dataset, or when
the classes have complex nonlinear decision boundaries.[32]

Another major drawback in these independent feature extrac-
tion methods is the that the optimized criteria are different
from the classifier minimum classification error criterion,
which may cause inconsistency between feature extraction
and the classification stages of a pattern recognizer. A di-
rect way to overcome this is conduct feature extraction and
classification jointly with consistent criteria, and that is how
the GA for feature extraction is developed, because its fea-
ture extraction criteria depends on the classifier’s score, and
hence they are always aligned.[39] Another advantage with
GA is its inherent nonlinear formulation which allows it to be
well suited for higher dimension nonlinear complex feature
spaces.[62]

Another important aspect in the feature selection procedure
by genetic algorithms is the construction of the fitness func-
tion, which must measure the accuracy of the classification
algorithm for the dataset.[8, 27] The accuracy of the classifica-
tion function can be estimated by calculating the percentage
of patterns in a test set that are correctly classified. If Z is the
number of original features in the problem, then every vector
x in the population is of binary form, and a number 1 in the
array indicates that the feature at this location is selected,
and a number 0 indicates that the feature is rejected. Hence
the proposed fitness function F(x) consists of two parts: the
accuracy index indicated by the variable accuracy, which
measures the number of correctly classified cases, and in the
second part the cardinality of the subset. Hence, F(x) can be
expressed as:

F (x) = αaccuracy(x) + β(M −m/M) (1)

where M is the total number of features available, m is the
cardinality of the feature subset represented by x (i.e. the
number of bits equal to 1 in the genome), and the α and
β parameters are weights to guide the minimization’s pri-

orities during the procedure. Our problem can be seen as
a multi-objective optimization problem, where the fitness
function guides the genetic algorithm to search for the op-
timum selected feature subset. The procedure runs until an
optimum solution is reached, which will be the best selected
feature vector subset satisfying the minimum of the fitness
F (x), measuring how well the patterns in the dataset are
discriminated by this optimum selected feature subset.[21]

3. LVQ NEURAL NETWORKS

The learning vector quantization neural network algorithm is
a nearest neighbor pattern classifier based on a competitive
learning algorithm, which is mostly used for data classifi-
cation with nonlinear separation. LVQ is made of two lay-
ers, the first is the clustering phase of the input vectors into
clusters created during the training, and in the second layer
the clusters are combined into classes defined by the target
data.[62, 64, 66] The number of clusters is set according to the
number of hidden neurons; the more hidden neurons exist in
the network the more clusters the first layer can find. During
initialization according to the distribution of target classes the
number of first layer clusters are assigned to each target class.
The architecture of the LVQ is shown in Figure 2, where R is
the number of elements in the input vector, C is the number
of competitive neurons and finally T is the number of linear
neurons.[62] The linear layer is where the competitive layer’s
classes are transformed to target classification classes defined
initially by the user. The classes created in the linear layer
are called target classes while the classes in the competitive
layer are called subclasses. The architecture of the LVQ
is similar to that of the Kohonen self-organizing map, with
a difference in the output unit’s topological structure[32, 64]

As can be seen in Figure 2, when an input vector is given
to the competitive layer it is first classified into a class as
in the competitive layer of the self-organizing map NN.[65]

The linear layer then transforms these classes of the competi-
tive layer to target classes. The layers in the LVQ have one
competitive neuron per class, and the linear layers have one
neuron for each class. Hence, the total C subclasses learn
in the competitive layer, and T target classes formed by the
linear layer, must always satisfy T≤ C.[66] In the competitive
layer, each neuron is assigned to a class, and the number of
classes in the competitive layer is determined by the number
of neurons in the hidden layer, where the neuron learns a
sample vector which allows it to recognize a region of the in-
put space. Euclidean distance is the method used to measure
the similarity between the input vector and any of the weight
vectors around it.[66] The linear layer is then used to combine
subclasses formed in the competitive layer into a single class,
by a weight matrix created in the training process. Therefore,
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the main goal of LVQ is to find the output unit that has a
matching pattern with the given input vector, similar to the
self-organizing maps, where the winner unit is located. The
weights are adjusted, such that if two input vectors belong to
the same class then the weights move towards the new inputs

vector, and if they do not belong to the same class then the
weight is moved away from the input vector. The winner unit
index is compared to that of the target vector and the weights
are adjusted accordingly.[66, 67]

Figure 2. LVQ Neural Network structure

LVQ may be considered as neural network that allows the
user to choose the number of training instances to keep and
tries to learn their features.[67] LVQ acts like a collection
codebook of vectors, or a list of members that have the same
input and output features. So that each codebook is consid-
ered as a neuron and each feature is as a weight and this
collection of codebook vectors makeup the architecture of
the neural net. There are two reasons why LVQ is favored
by researchers; for its heuristic simplicity, and for its direct
adaptivity to the given classification problem.[69] LVQ is
a competitive neural network which permits clustering in
either a negative since by penalization or positive sense as
a reward, and each input layer unit is connected to every
output layer unit by feedforward connections. There are also
inter-connections between all the output layer units by lateral
inhibitory relations.[69, 70] For each training vector the output
layer unit will compete to look for the champion, such that
only champion units can adjust its weight factor and using
the learning rule of LVQ. The learning rate ρ(t) used in the
learning rule, satisfies: 0 < ρ(t) < 1, and is decreasing with
time to regulate the speed of the adjustments in the weight
factor.[66] The main steps for the standard LVQ algorithm
are as stated as:[68, 69]

Step 1: Initialize the parameters of LVQ, Wi,j (codebook)
and ρ.

Step 2: Select an input vector x randomly.

Step 3: Find the champion which is nearest to the input layer
vector:

min ‖x−Wc,d‖ (2)

Step 4: Modify the champion’s unit weight factor using the
learning equation.

Wc,d(t+ 1) = Wc,d(t) + ρ(t)[x(t)−Wc,d(t)] (3)

Step 5: Reduce the learning rate ρ.

Step 6: Repeat steps 2 to 5 until the termination criterion is
met.

The main advantage of LVQ neural net over traditional train-
ing methods like gradient-based algorithms or error back-
propagation neural nets, is that it is much faster, has less
parameters to initialize, and all hidden neurons are deter-
mined independent of the training data.[70] Moreover, LVQ
can work with any bounded non-constant continuous piece-
wise activation function and does not have to deal with the
possibility of overfitting the dataset, or being trapped in
some local minima, or having to determine suitable learning
rate.[71] In general, it is a much simpler algorithm with a
higher generalization performance rate.[67, 70]

4. THE ARABIC LETTER ALPHABET
DATASET

The Arabic language contains 28 letters and these letters are
based on 15 distinct shapes that vary according to the either
the following or preceding letters connecting to them. All 28
letters of the Arabic alphabet are constructed by adding some
dots and symbols above and below these 15 shapes.[10, 15, 21]

Our proposed GA-LVQ recognition system recognizes these
15 shapes or classes (see Figure 3). Arabic is written cur-
sively, but some letters cannot connect to all the following
letters, also there are no capital letters, and Arabic letters can
have more than one shape when handwritten.[12, 43] Other
problems facing handwritten Arabic letter recognition sys-
tems include:
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(1) A few letters in some fonts can be misread as different
letters in another font. Therefore, in our dataset each
letter has up to four different forms depending on its
position in the text.

(2) Arabic letters can be handwritten with different heights
and has different styles for connecting them with other
letters, and that fact adds an extra burden on the sensi-
tivity of the algorithm used.[5]

Figure 3. The 28 Arabic isolated letters, and the 15
classification classes

Figure 4. The handwritten Arabic letter “Baa” as a 16×16
matrix

In our dataset there are 1,680 inputs (rows) and 256 features
(columns). Each isolated Arabic handwritten character is
presented as a 16 by 16 binary pixels, making up an input
vector of 256 elements. Figure 4 shows an example of the
second letter in the Arabic alphabet “Baa”, which enters the
feature selection stage as a binary vector of 256 elements.
Hence, our dataset consists of 1,680 off-line isolated hand-
written letters (using a regular pen on paper) from 30 persons
who were asked to write each Arabic letter in the alphabet
from the first letter to the last letter twice, and they were
advised to write normally the first time so that it could be
considered with accuracy, and the second time in a quick
mode so that it would be considered without accuracy. Each
image was scanned with a resolution of 256 gray scale after
being stretched in a rectangle box of size 16 by 16, such that
each pixel of each image was scaled into a Boolean (1/0)
value using a fixed threshold, setting 0 to a pixel of value in
the gray scale under 125, and setting 1 to a pixel whose value
in the gray scale was over 125.

5. THE GENETIC-LVQ ALGORITHM

Here we give an overview of our hybrid method proposed
for the isolated offline handwritten Arabic character recog-
nition system. The system consists of two phases first a
feature selection method, genetic algorithm, which selects
the feature vectors that has the most important features for
the recognition, and second the LVQ neural network learning
algorithm for the classification phase and give a score to this
selected feature vector subset. The selected features given
by the genetic algorithm are fed to the LVQ neural network
classifier, where the performance of the system is evaluated
using the measure of accuracy and the number of features
in the system. In our GA design the population size is fixed
to 50 individuals, with the length of each genome set to 256
which is the number of features given in our handwritten
Arabic character dataset. Hence, the experiment starts by
finding from a population of random generated 50 genomes
of length 256 bits where the xi entries are binary, and where
a value 1 indicates the features to be kept and a value 0 for
the features to be discarded. Hence, we encode the solution
in the form of a binary bit string, each bit of the chromosome
represents whether the feature represented by that bit is used
or not. For example, if in a dataset with 6 features, there
is a bit string denoted [111111], it would mean that all the
features are used, and if the bit looked like [000001] it would
mean only the last feature is used. The elite candidates for
reproduction called parents are chosen according to their fit-
ness. We use simple stochastic uniform selection method to
select an individual from a population, based on their fitness,
to participate in the reproduction phase (crossover). The
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crossover between the two chosen parents’ genome is done
at a single point randomly chosen with probability 0.8 to pro-
duce the new generation offspring. All data beyond that point
in either genome string is swapped between the two-parent
genome. Followed by an application of a probabilistic mu-
tation step in which a 0.015% of bits of the solution strings
are randomly flipped from zero to one or vice versa. The
GA runs throughout the generations to find the best genome
in this population which represents the best feature subset
selection.[40] In other words, the best genome is the one,
which classifies correctly the largest number of the 1,680
cases in the 15 Arabic character classes in the dataset and
has the least number of features. Our fitness function used
is F given in Eq.(1), which is computed from the percentage
of cases incorrectly classified, and the cardinality of the sub-
set features selected. Then our GA seeks the minimum of
F. The stopping condition is a simple maximum number of
generations run, post which the evolutionary process stops or
when the increase in fitness of the best individual over five
successive generations falls below a certain threshold, set at
5× 10−7.

The LVQ neural net is trained on the selected feature subset
training dataset and then it is tested on the feature subset
testing dataset. The LVQ neural net, has 20 hidden neurons
in the competitive layer and 15 neurons in the linear layer,
and with the learning rate starting with 0.01. The GA-LVQ
algorithm follows the following steps:

(1) Initialize random population of individuals in the
search space (binary strings of length 256 bits) repre-
senting all the possible solutions.

(2) For 300 generations or while the stopping condition is
satisfied repeat the following steps:

A. For each individual x in the population calculate
the fitness F(x) by evaluating of the dataset with
the respective feature as those represented by the
chromosome x using the LVQ classifier.

B. Using the stochastic uniform selection method
select the most fit individuals for reproduction
stage.

C. Perform crossover on the selected elite individu-
als, then induce mutation in the offspring’s pro-
duced.

When all generation have evolved and a continuous improve-
ment in the fitness of the generations is observed, an opti-
mum solution is reached which is a subset of selected fea-

tures that produce the best classification of the given Arabic
handwritten character dataset. The evolutionary experiments
performed fall into the four learning categories, in accor-
dance with the data partitioning into two sets; training set
and testing set.[40] The four experimental categories are:

• Randomly assign data points to two sets d1 and d2, so
that both sets are of equal size.

• Training set contains all 1,680 cases of the database,
and the testing is done on the same training set.

• Training set contains 75% of the data cases, and the
testing set contains the remaining 25% of the cases.

• Training set contains 50% of the database cases and
the testing set contain the remaining 50% of the cases.

In the first category, we use a simple variation of k-fold cross-
validation. For each fold, we randomly assign data point to
two sets denoted d1 and d2, so that both sets have the same
number of data (this is done by shuffling the data array before
dividing it in two equal parts). We then train on d1 and test on
d2, and vice versa. This has the advantage that our training
and testing sets are both large enough, and each data point
is used for both training and validation on each fold at the
same time.[26] In the second category. We trained the system
with all available data and then tested it with the same set of
data. In the categories III and IV, the choice of training-set
cases is done randomly and is performed at the outset of
every evolutionary run. MATLAB was used to implement
the GA-LVQ algorithm, and to generate the graphs of the
results. A separate code for the fitness function is used dur-
ing the GA procedure according to the fitness function given
in Eq. (1) through the LVQ code (MATLAB lvq code).[63]

Moreover, every testing process of a system is repeated 50
times and the mean and standard deviations are calculated
for each experiment. A typical run for 300 generation using
all the dataset takes on average of 5.4 minutes to execute.
For each time, the performance of the GA-LVQ system in
recognition of Arabic handwritten isolation letters dataset
was measured and averaged over the 50 times repetition of
the data diving (random sub-sampling method).[40] Figure 5
shows that the best number of features in feature subset is
151 with the average accuracy of 95.4% from 50 runs with
the same number of features. In our case, after around 300
generations (repeated 50 times) the genetic algorithm found
this optimum genome; hence, it found the best feature com-
bination vector consisting of 151 feature that best classifies
the given handwritten Arabic character dataset.
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Figure 5. The relationship between the number of features selected and the accuracy of performance, showing the best
performance is with 151 features

6. RESULTS

The result of our work shows that the best classification per-
formance for our GA-LVQ system for recognition of Arabic
handwritten characters is obtained when 151 features out
of the original 1,680 are used. Table 1 presents the aver-
age performance obtained by the GA-LVQ algorithm with
this optimal system over all 50 evolutionary runs, divided
according to the four experimental categories described in
Section 5. The performance value denotes the percentage
of handwritten characters correctly classified. Three such
performances’ values are shown; the performance over the
test set, the performance over the training set: and the entire
database repeated 50 times, with the mean and standard devi-
ation in each category calculated over these 50 runs. To test
the effectiveness of the proposed system, our results have
been compared with those obtained by other approaches in
the literature on similar handwritten Arabic character dataset.
Our results are compared to the results obtained from the
whole 1,680 feature dataset (without feature selection), and
to a re-enacted work done with the backpropagation classi-
fier in Abed & Alasad,[50] to the LMS neural networks in
Sarhan et al., to the Neuro-fuzzy network in Alimi, and to
the CNN given in El-Sway et al. In the first approach the
solutions were obtained by using backpropagation ANN with

our dataset but with the same parameters settings given in
the original papers: 12 classes, 0.1 learning rate, weights
initialized at [-0.1,0.1], and using a 3 hidden layers backprop-
agation. Backpropagation approach scored an accuracy of
93.61%. The second approach used an LMS neural network,
29 classes with standard deviation between letters consid-
ered as a class, two layers, with 10 neurons on the first layer
and 28 neurons on the second, and log-sigmoid activation
function. The results gave an accuracy of 75% on the same
dataset and recorded the higest performance time. The third
approach used neuro-fuzzy strategy with a fuzzy beta radial
basis neural network for classification and a simple GA with
50 initial population single point cross over with mutation
rate 0.01 for tuning the results. An accuracy of 89% on
our dataset was reported with this approach. For the last
approach a CNN algorithm was used, where our input image
is 16× 16× 1. In the convolution layer there are 15 filters
with filter size of 8x8, and the number of weights per filter is
8×8×3 = 192, hence the total number of parameters in that
layer is 192 + 1× 15 = 2, 895 (1 for bias). For each input
vector the filter moves along the input both horizontally and
vertically and re-computes outputs for each region, in another
since filters are convolving each input vector. The number of
feature maps is determined by the number of filters. The con-
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volutional layer applies a convolution operation to the input
passing the results to the next layer where the response of an
individual neuron is emulated.[55] Each convolutional neuron
process data only for its receptive fields. The pooling layer
combines the output of neurons clusters at one layer into a
single neuron in the next layer. Then the fully connected
layer connects all neurons to other from all layers.[55] CNN
was applied to our relatively small collected dataset, but since
it is not a very large dataset deep learning could not give good
results as expected. The CNN has its own built in feature
extraction technique and classification at the same time and
the results on our dataset is good, but it could be improved
if we enlarge our dataset and collect more samples from
new writers. To accurately compare these results coming
from different approaches we applied the algorithms to our
collected handwritten Arabic characters’ dataset, and used
all algorithm available on MATLAB R2016a, such as codes
available in the different Neural Network toolboxes and opti-
mization toolboxes, such as: convoltion2dLayer, Block LMS
Filter, ga(fitnessfcn, nvars) lvqnet, pattrennet, netTrainfcn,
traingd, fuzzyLogicDesigner. To ensure efficient compar-
isons we also used the standard test, made of a 10-fold-cross
validation approach, which were re-enacted for these evalua-
tions on our collected handwritten Arabic characters’ dataset.
Table 2 shows that the feature subsets selected by our method
gave better results in terms of accuracy and time than those
obtained by using the whole (1,680) set of features. Hence,

the trend of the performance obtained by using of the se-
lected feature subsets is similar to that of the whole feature
set, conforming the generality of the proposed feature selec-
tion method. Our results show that the GA-LVQ system is a
classifier that can successfully distinguish between different
handwritten Arabic characters with a 95.4% accuracy. In the
future, this accuracy can be further improved with a larger
Arabic handwritten dataset from more writers and with more
writing trial for each letter. Figure 6 shows the mean squared
error decreasing throughout the generations of the procedure
compared in training, testing validation and best sets.

Table 1. Results divided according to the experimental
categories for the best 151 feature GA-LVQ recognition
system

 

 

 

Training 
set 

Test 
set 

Overall results for all 50 runs 

Percentage Mean 
Standard 
deviation 

Training/test 
100/100 

96.9% 96.9% 96.23% 1,628.15 4.1 

Training/test 
75/25 

96.30% 96.21% 96.5% 1,624.37 4.4 

Training/test 
50/50 

94.50% 94.61% 94.5% 1,593.59 4.4 

Training/test 
d2/d1 

95.7% 95.1% 95.4% 1,610.5 4.3 

 

Table 2. Comparing overall results for the 151 feature subset with our GA-LVQ recognition system to other approaches on
the same dataset

 

 

Research 
Method  

This work 
GA-LVQ 
extracted 
feature subset 
151 attributes 

This work 
LVQ on whole 
feature set 
1680 attributes  

Backpropagation  
classifier 

LMS neural 
network  

Neuro- 
fuzzy 
neural network  

CNN 
Convolutional 
neural network  

Features 

* LVQ classifier  
* GA feature 
extraction 
 
 

*LVQ classifier 
without feature 
extraction 
 

*ANN classifier 
without feature 
extraction 
*2 classes 
*learning rate 0.01 
*weights 
initialized at 
[-0.1,0.1] 
*3 hidden layers  

*Feature extraction 
with statistical 
analysis 
*LMS for 
classification*29 
classes 
* two layers 
*10 neurons on the 
first layer 
*28 neurons on the 
second 
*log-sigmoid 
activation function 

*GA feature 
extraction  
*Neural-Fuzzy 
classifier 
*beta radial basis  
*50 initial 
population  
*single point  
cross over 
*mutation rate 
0.01  

*CNN Classifier 
*Automatic feature 
extraction  
*15 filters with filter 
size 8×8 
*192 weights 
*Total number of 
convolutional layer 
parameters is 2,895 
*fully connected 
neurons and multi 
layers 

Average 
Time 

5.2 minutes 12.4 minutes 11.4 minutes 14.1 minutes 10.4 minutes 10 minutes 
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Figure 6. Plots of the mean squared error in the training, testing and validation sets in the GA-LVQ recognition system

7. CONCLUSIONS

In this study, we introduced a novel hybrid automated recog-
nition system to distinguish the handwritten Arabic off line
isolated characters. The proposed method is based on a fea-
ture selection part done using a genetic algorithm which
discovers those features that are more relevant for the clas-
sification of the dataset. The selected features are then fed
to classifier part using LVQ neural network which finds out
the number of successfully recognized cases in the dataset
with only the specifies selected features from the GA. The
recognition process involves several preliminary steps includ-
ing handwritten character samples acquisition, dataset pre-
processing and preparation steps, feature selection, training
of the neural net, and finally classification. The investigation
of the results showed that the proposed GA-LVQ method is
efficient for the interpretations of Arabic handwritten isolated
characters and can correctly identify more than 95.4% of the
handwritten letters and with a reduced number of features
151 out of the original 1,680. These results were compared

to results obtained from the full feature dataset without se-
lection and with the backpropagation classifier in (Abed &
Alasad), and the LMS neural network classifier in (Sarhan
et al.), to the neuro-fuzzy network in (Alimi), and finally to
the CNN in (El-Sawy et al.) which did not perform as well
as it should because it needs a larger data set for efficient
deep learning. Our results indicated that our system has a
high success rate and performed better in terms of time as
well than these approaches. Future work will concentrate
on developing our algorithm to recognize full handwritten
words and phrases. In hope that our work can positively
contribute to the ongoing research for improving algorithms
for handwritten Arabic recognition applications and devices
used in the market.
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