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ABSTRACT

Life service information plays an important role in people’s life, such as weather conditions, so the study of how to get life
service information has important significance. This paper put forward a question processing method called “integrated semantic
algorithm” in Q&A System of life service information. The new algorithm was based on the semantic web, word order similarity
algorithm and the syntactic similarity algorithm. When matching the question templates, especially for some question templates
which are characteristic of certain fields, the new algorithm can identify the type of questions, narrow the matching range of the
question templates, and improve the matching accuracy. In the experiment, we chose “weather field” as the experimental subject.
In the first experiment, we built the question syntactic templates and semantic web of weather, and collected 55 questions of
weather title as test set. Then we used the word similarity algorithm, the syntactic similarity algorithm and integrated semantic
similarity algorithm to match question templates with the test question set. The experimental results show that the integrated
semantic algorithm is better than the other two algorithms in matching accuracy. In the second experiment, we randomly
selected some questions from different fields, then we used the three similarity algorithms in the first experiment to do the field
distinguishing experiment. The experiment shows that only the integrated semantic algorithm can recognize questions of different
fields.
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1. INTRODUCTION

Today, the Internet has become the main source of informa-
tion. We can get life service information about the finance,
lifestyle, transportation and so on from the Internet. Because
this kind of information has timeliness, so it only has value
in a period of time. In terms of different kinds of life service
information, this valuable time is also different. For exam-
ple, weather information is valuable in one day, but financial
index such as stock is only valuable in few minute or second.

In the face of a huge amount of Internet information, users
can’t retrieve and filter the information easily. As a result, the

concept of Question Answer System (QAS) is put forward.
In QAS, the input is a question asked in natural language and
the output is the answer in natural language too, but not a
lot of related documents.[1] This paper introduces a simple
semantic web into traditional method to improve the method
of question processing in the life service QAS. The improved
method realizes a better reply in the life service QAS.

2. RELATED WORK
2.1 Q&A System
At present, the study about Q&A system is divided into
two parts——the limited-domain and open-domain. For the
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research of the opening-domain QAS, zheng-tao yu, xiao-
zhong made the computer understand the natural language
by using question sentence corpus and the “Hownet” (a Chi-
nese Wordnet).[2] Based on the traditional TF-IDF similarity
algorithm, the semantic factor is introduced to improve the ac-
curacy of the similarity calculation. Ye Zheng, Lin Hong-fei
present a computation approach of question similarity based
on split vector space model and semantic concept according
to the common question characteristic research.[3] Oleksandr
Kolomiyets and Marie-Francine Moens suggest a general
question answering architecture that steadily increases the
complexity of the representation level of questions and in-
formation objects.[4] Paloma Moreda et al. present two
proposals based on semantic information, semantic roles
and WordNet for the answer extraction module of a general
open-domain question answering (QA) system.[5] Alessan-
dro Moschitti et al. described question and answer pairs by
means of powerful generalization methods,[6] and exploited
the application of structural kernels to syntactic/semantic
structures. For the research of the limited-domain Q&A Sys-
tem, Cui Huan, DongFeng CAI put forward a method of
answer extraction based on sentence similarity calculation,
and they designed a Chinese QAS using Internet search en-
gine, this system do well in question about name, number and
time.[7] Xianling Mao divided the Q&A system into three
categories:[8] the structural data based question and answer,
the free-text based question and answer, the question-answer
pairs based question and answer. The current studies of QAS
are almost based on a collection of documents and existing
question-answer collection. These two collections have some
delay, and there is few research on life service information.

Research about Life service information system mainly con-
centrate in the field of finance, transportation and production
process. Sun Xue used XML analyze the data on the Internet,
which can identify the life service information.[9]

2.2 Question process
Generally, users ask questions in natural language when
using Q&A system, so it is critical to understand user’s ques-
tions.

Jia Junzhi and Mao HaifeI described the syntax relations of
the questions by depending on dependency relationship and
matching the question with the template in the storehouse,
and it defines the valent pattern of the question, realizes se-
mantic annotation with frame elements.[10] Kwanho Kim,
Beom-suk Chung et al. proposed a novel kernel, called lan-
guage independent semantic (LIS) kernel,[11] which is able
to effectively compute the similarity between short-text doc-
uments without using grammatical tags and lexical databases.
In fact, question template matching is also one kind of short-

text classification. Jin Yaohong put forward a texts similarity
algorithm,[12] which can deal with the domain of the text
and the semantic role of the object, computes the synonymy,
polysemy and the combination among concepts. Jia Junzhi
and Tai Yangfang realized semantic analysis on question sen-
tence based on semantic frame.[13] It can identify the target
words of different type of question sentences on the basis of
Chinese syntactic dependency relation, finally identify the
question focus and question type of sentences. Zhao Zhen et
al. described a method for semantic similarity computation
based on the Multi-feature of a Sentence (MFS) which inte-
grates the weights of words, word semantics and structure
with together.[14]

In the question and answering system based on question-
answer pairs, to do the question matching, firstly, we should
artificially collect and classify questions as question tem-
plates, in order to match and classify questions to be tested.
Secondly, we should do the similarity calculation and ques-
tion template matching, details are as follows:

(1) Word similarity calculation
Dekang Lin considerd that the similarity of any
two things depends on their commonality and differ-
ences.[15] The formula is as 1.

Sim(A,B) = logP [common(A,B)]/
logP [description(A,B)]

(1)

Where the concept of synonyms was introduced into
the general calculation, HowNet was used to search
keywords for sememe.[16] Yang Sichun described an
improved method of sentence similarity including the
induction of synonyms in sentence similarity defini-
tion.[17]

(2) Syntactic similarity calculation
Hang Cui introduced syntactic dependency tree into
Q&A system, used the fuzzy matching relation of the
statistical model to realize a better understanding of
the sentence.[18] Wang Pin et al. used syntax analyzer
to do the sentence analysis, and then calculated the
similarity based on semantic dependency structure.[19]

To express the meaning of a sentence, we should con-
sider not only the keywords and the arrangement of
words, but also the semantic. Because the two meth-
ods mentioned above have their own advantages and
disadvantages, so the sentence similarity S(S1, S2) be-
tween sentence S1 and sentence S2 can be computed
as the formula(2):[19]

S(S1, S2) =λ1 × Sword(S1, S2)
+ λ2 × SIM(S1, S2)

(2)

Where Sword(S1, S2) is the Word similarity between
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S1 and S2, SIM(S1, S2) is the syntactic similarity
between S1 and S2, λ1 and λ2 are the weighting coef-
ficient and 0 < λ1 ≤ λ2 < 1, λ1 + λ2 = 1.

3. IMPROVEMENT OF QUESTION PROCESS
METHOD BASED ON SEMANTIC WEB

Life service information is a special kind of information. In
life service QAS, the most important step is to deal with
questions, because answer processing and obtaining depend
on the information obtained from the question processing
flow. The purpose of question processing is to match the
existing question templates with the test questions. The core
technology of matching is the similarity calculation of ques-
tions. The method of similarity calculation mentioned above
is a general method. In the specific fields, semantic informa-
tion relying solely on the thesaurus is still too weak, and the
method can’t match well in different fields. Therefore, this
paper introduces the method of the Field Semantic Web into
the traditional method. The improved algorithm is called
Integrated Semantic Algorithm, which can improve the effi-
ciency of question template matching. It also improves the
ability of identifying fields and extract the necessary criteria
for answer obtaining.

Part of the improvement is shown in Figure 1:

Figure 1. Improvement of Question Process Method

3.1 Construction of field semantic web and field identifi-
cation

Firstly, in the pre-construction stage of the QAS, we should
construct Semantic Web in various fields. The first layer
of child nodes in the Semantic Web include time, location,
attributes, entities, etc. We should collect questions on the
online Q&A platforms about these life service fields. Then
we manually classify different points that the question asked.
The types of the classifications about these points make up
the first layer of child nodes. And the different points of the
question make up the second layer of child nodes below their
classifications, the child nodes may be an adjective or noun.

Secondly, after extracting keywords and before matching
question templates, we can match the keywords with the
Semantic Web to identify the type of problem and narrow
the matching range of the question templates. Thereby, the
amount of matching calculation can be reduced and efficiency
can be improved. Identification rules are as follows:

Rule 1: If the keywords of the sentence appear in root node
of Filed Semantic Web, such as “weather”, “train” and so on,
regard it as the primary field of similarity calculation.

Rule 2: If the keywords of the sentence aren’t the same as
the root node, we should search the other nodes except the
time and place nodes, sum up the number of keywords that
appear in the nodes, and find out the first three fields that
have the maximum matching number, then calculate the sim-
ilarity in these three fields. Here, in order to both simplify
the calculation and ensure the accuracy, we choose the first
three fields.

3.2 Integrated semantic algorithm
When matching the question templates, question similarity
computation is the most important step. Integrated seman-
tic algorithm has some improvements compared with the
traditional methods. The core improvement is shown in
Formula (3), where the concept of Field Semantic Web is
introduced to the question similarity computation. As we all
know, different fields have some different question templates.
Because the integrated semantic algorithm consider more
about the templates’ characteristics of different fields. It can
improve the matching accuracy when matching the question
templates, especially for some question templates which are
characteristic of certain fields.

S(S1, S2) =λ1 × Sword(S1, S2) + λ2 × SIM(S1, S2)
+ λ3 × Ssn(S1, S2)

(3)

In formula (3), λ1, λ2 and λ3 are the weighting coefficient
and 0 < λ1 ≤ λ2 ≤ λ3 < 1;λ1 +λ2 +λ3 = 1, Ssn(S1, S2)
is the parameter of Field Semantic Web and the computation
rule of the Ssn(S1, S2) is shown as follow:

(1) If the root words of Semantic Web appear, such as
“weather”, “train” and so on, it indicates the possibility
that the sentence has high correlation with the field.
But in order to distinguish the case of child node, the
value of Ssn(S1, S2) should be more than 1, but if the
value is too high it will cause excessive weight so that
the role of child nodes is weakened. Here, when com-
puting the similarity between question and question
template in its fields, through simple test, we take 5 as
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value of Ssn(S1, S2);
(2) Based on Rule 1, if the keyword in the template and

keyword in the target question appear in the same
child node of semantic network, adds the number of
the keywords to Ssn(S1, S2).

4. EXPERIMENTS

The experiments aim to verify the matching rate of the ques-
tions on the field of life service information by using the
above three algorithms. After accurately determining the
type of question, we can extract effective answers for differ-
ent types of questions and then return the answers to users in
natural language.

4.1 Pre-process

In the experiments, the paper chose the “weather” field as an
instance. Weather information is one of the most common
life service information in daily life. First, we built question
templates of weather field and summarize various question
types of weather field artificially. Then some questions were
collected as the representation of each type of questions,
and the expected answers should be summarized. Question
templates in weather field are shown in Table 1:

Table 1. Question Template in Weather Field
 

 

Type Template sentence Expected answer 

Weather 

1-How’s the weather 
today? 

It is cloudy today. 
1-I want to know the 
weather situation today. 

Weather 
attribute 

2-Is today a fine day? Yes, it’s fine today. 

2-Is it cloudy today? No, it’s fine today. 

Temperature 
3-What’s the temperature 
today? 

The temperature is 

17℃-25℃. 

Air quality 

4-What about the air 
quality today? The air quality rated 

an “excellent”. 
4-Is’t air pollution today? 

 

Secondly, we constructed Field Semantic Web in weather
field. Figure 2 shows part of the Semantic Web.

Figure 2. Semantic Web in weather field

4.2 Experiment data set
After finishing the pre-preprocessing, we collected questions
in the weather field as experimental sets. Currently, there is
no public test set about Chinese question sentences in the
world. Testing corpus is usually built artificially. Selection of
similar sentence mainly depends on the subjective judgment
because there is no uniform standard. Consequently, it is not
easy to get high-quality corpus. The experimental sets used
in this paper were collected from two large online platforms,
namely “Baidu Know Platform” and “Soso Know Platform”.
Table 2 shows part of the experimental set of questions.

Table 2. Part of the experimental set of questions
 

 

Number Question 
Type of expected 
answer 

1 Is it a little cloudy today?  2 

2 
How is the weather today in 
Tibet? 

1 

3 
What was the weather like 
today? 

2 

4 How is the weather today? 1 

5 
What is the temperature in 
Fuzhou today? 

3 

6 
The weather is going to rain 
today? 

2 

…… …… …… 

 

4.3 Experimental steps
The experiment is divided into two parts, the first part is the
comparison of word similarity algorithm, syntactic similarity
algorithm and the integrated semantic similarity algorithm.
We compared these three similarity algorithms to detect the
accuracy in question template matching. The second part, we
chose questions in different fields, and used three methods
to identify the field of the questions.

The word similarity algorithm calculates the number of the
same or similar words between two sentences. The experi-
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ment uses X-similarity java program to compute. And syn-
tactic similarity algorithm is based on the syntactic interde-
pendent relationship. It’s better to consider the syntactical
meaning of the sentence, rather than the meaning of single
word. Syntactic analysis uses Stanford-parser. And inte-
grated semantic algorithm is a combination of word order
similarity, syntactic similarity and the semantic web. The pa-
per used the calculation method of synonyms in X-similarity
program, the syntax analysis method in the Stanford parser
and the semantic similarity algorithm written by ourselves.

The experimental steps are as follows:

(1) Write the java programs. We used ICTCLAS seg-
mentation code to segment words of a sentence, then
removed the stop word, and wrote the program code
of three similarity algorithms;

(2) Question template matching. Compute the similarity
between the question of the experiment and the ques-
tion template by using three algorithms. According to
the Wang Pin’s experiment, The best value of λ1, λ2 in
formula (2) should be 1/2.[19] The same as the formula
(2), the value of λ1, λ2, λ3 in formula (3) should be
1/3. Then, we regarded the template which had the
highest similarity as the matching template. If the type
of the matching template was the same as the excepted

answer, we regarded it as “successful matching”, other-
wise “failed matching”. We got the experiment data of
three similarity algorithms by traversing all sentences
in the experiment set.

(3) Field identifying. We randomly selected two questions
in weather field and some other questions in other
fields, and computed the similarity with three algo-
rithms, then compared the highest similarity value and
matching results, detected the ability of discrimination
in different field.

4.4 Experiment result and analysis
4.4.1 Question template matching experiment
In the first part of the experiment, the experiment computed
the similarity of the 55 different questions with three algo-
rithms. The results of matching accuracy are shown in Table
3.

Table 3. Matching Accuracy of Three Algorithms
 

 

 
Integrated semantic 
algorithm 

Syntactic 
algorithm 

Word 
algorithm 

Matching 
accuracy 

80.00% 70.91% 65.45% 

Matching 
number 

44 39 36 

 

Table 4. Part of the Similarity Results and Matching Results
 

 

Number 
Results of integrated 
semantic algorithm 

Highest 
similarity 

Results of syntactic 
algorithm 

Highest 
similarity 

Results of word 
algorithm 

Highest 
similarity 

1 1 3.22381 0 0.360714 1 0.660633 

2 1 2.55291 1 0.329365 1 0.730154 

3 1 3.238095 0 0.392857 0 0.769231 

4 1 2.680556 1 0.520833 1 0.8 

5 1 3.984127 1 0.47619 0 0.754325 

6 1 3.296296 1 0.444444 0 0.729167 

… … … … … … … 

 

Table 3 shows the matching accuracy rate of three algorithms.
The matching accuracy increases in this order - “word algo-
rithm”, “syntax algorithm” and “integrated semantic algo-
rithm”. By using the integrated semantic algorithm, success-
ful matching rate reaches 80%. Part of the similarity results
and matching results are shown in Table 4.

In Table 4, we regard the highest similarity matching tem-
plate as the correct template of the question, and the “1” in
“result column” represents successful matching. “0” is on
behalf of the failed matching. The definition of successful
matching and failed one are explained in experimental step
2.

4.4.2 Field identifying experiment
In the second part of the experiment, the results of similarity
values and matching in different fields are shown in Table 5.

Table 5 shows that the similarity calculation results of ques-
tions 4 and 8, whose field belongs to weather, are obviously
more than 1 by using integrated semantic algorithm, and the
results of the other questions are less than 1. So integrated se-
mantic algorithm can distinguish sentences in various fields
and make the appropriate response, and it will not misidentify
the sentences in other fields. The other two algorithms can’t
effectively distinguish whether the questions are in weather
fields or not.
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In summary, the integrated semantic algorithm proposed in
this paper is effective and can be used to question process in

automatic Q&A system.

Table 5. Results of Similarity Values and Matching
 

 

Number Question 
Word 
algorithm 

Syntactic 
algorithm 

Integrated semantic 
algorithm 

Matching 
results 

1 Has the train from Beijing to Guangzhou today? 0.862116 0.625 0.708333 none 

2 Is there any restaurant nearby? 0.634964 0.071429 0.047619 none 

3 
Can we drink the boiled water in the second 
day? 

0.647432 0.027778 0.018519 none 

4 Is it going to rain tomorrow? 0.842538 0.235714 1.490476 Weather Type 3 

5 
How to let the smell of perfume released into 
the surrounding air? 

0.560401 0.113636 0.075758 none 

6 
What is the meaning of “Winning a thousand 
miles” 

0.685763 0.071429 0.047619 none 

7 
How much throw-away lunchbox are used per 
day in the world? 

0.680413 0.13125 0.0875 none 

8 What’s the weather like today? 1 0.75 2.833333 Weather Type 1 

…… …… …… …… …… …… 

 

5. CONCLUSION

The paper puts forward a kind of template matching algo-
rithm in question processing based on the semantic web. And
it is combined with the word order similarity algorithm and
the syntactic similarity algorithm. In the experiment, we
chose “weather” as the experimental field. The experiment
used the word similarity algorithm, the syntactic similarity
algorithm and integrated semantic similarity algorithm to
match question template with the question set. The experi-
mental results show that the integrated semantic algorithm
is better than the other two algorithms in matching accuracy
and only the integrated semantic algorithm can recognize
questions of different fields. However, the paper still has the

problems, for example, there aren’t sufficient experimental
question templates and experimental set of data. Further
work can be carried out in the parameter optimization of
integrated semantic algorithm by using some of the existing
algorithms, such as ant colony algorithm and genetic algo-
rithm. Finally the answer accuracy of the automatic Q&A
system can be increased.
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