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Abstract 

In the area of seller-buyer supply chain management, researchers have been very active in seeking optimal policies 
for both players to achieve a favorable outcome. Most studies are based on somewhat unrealistic assumptions such as 
deterministic demand and unpermitted shortages. In reality, due to factors such as irregular production capacity or 
unanticipated demands, shortages will occur, and it will influence both players’ decisions. In this paper, we include 
shortage as a decision variable determined by the seller, and demand is assumed sensitive to both selling price and 
marketing expenditure. The interaction between seller and buyer will be investigated as non-cooperative Stackelberg 
game, and the cooperation between seller and buyer will be explored based on Pareto-efficient solution concept. 
Consequences of the non–cooperative and cooperative aspects of these games will be compared and finally, 
numerical examples and sensitivity analysis will be presented to compare between models with and without 
shortages. 

Keywords: Supply chain, Game theory, Stackelberg game, Inventory, Optimization, Shortages 

1. Introduction and Literature Review 

A seller - buyer supply chain, also refers to as a manufacturer - retailer supply chain (Li et al., 2002), represents an 
idealized refinement of a process whereby the manufacturer wholesales a product to a retailer, who then retails it to 
the consumer (Yang & Zhou, 2006; Chen et al., 2006; Dai et al., 2005). The supply chain system has been discussed 
and developed by many researchers during the last few decades and they incorporated strategies such as seller - 
buyer coordination, information sharing and business process management (Juttner et al., 2007). Much research have 
also gone into finding the optimal seller’s and buyer’s policies related to variables such as selling prices, order 
quantities and marketing expenditures. Supply chains that were considered can be classified into two-level supply 
chains which only involve single seller and buyer (Lau & Lau, 2005; Esmaeili et al., 2009) or multi-level supply 
chain where there are at least two sellers or buyers (Gao & Liu, 2008; Jaber & Goyal, 2008). The supply chain 
models in this paper will all be two–level. 

In recent years, several supply chain mechanisms have been discussed in the literature such as quantity discount, 
credit option, return policies, quantity flexibility and commitment of purchase quantity (Sarmah et al., 2006; Weng, 
1995; Chiang et al., 1994) and they are all related to pricing. For example, a model where demand is price sensitive 
has been proposed by Abad (1994) who provided a procedure of finding the optimal policy for both seller and buyer 
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under a cooperative structure. Similarly, the models used by Freeland (1982), Lee & Kim (1993, 1998) and Sadjadi 
et al. (2005) assumed that demand is influenced by marketing expenditure and price. Abad & Jaggi (2003) have 
considered the possibility of using trade credit to achieve coordination in the seller-buyer supply chain and 
introduced a procedure for determining the buyer’s lot size and retail price. Corbett & de Groote (2000) and 
Viswanathan & Wang (2003) have shown that under a non–cooperative structure, coordination can be achieved 
through quantity discounts. In all these studies, the interaction between seller and buyer is ignored. However, 
Esmaeili et al. (2009) and Esmaeili & Zeephongsekul (2010) investigated interaction between seller and buyer in a 
supply chain using both a non–cooperative and a cooperative game-theoretical approach, with symmetric and an 
asymmetric information pattern respectively. 

After reviewing the existing literature in the field, it is noticeable that in all the papers referenced, shortages are 
not permitted. But in reality, shortages will inevitably occur at some points in the production cycle due to irregular 
production or increased demand. The effects of shortage on supply chain performance thus need to be studied to 
fill the gap in existing research. In this paper, we present several seller-buyer supply chain models under a 
symmetric information structure based on the game-theoretical models introduced in Esmaeili et al. (2009). In the 
models, demand is assumed sensitive to price and marketing expenditure, and lot size is determined by the buyer. 
A novel feature of this paper is the introduction of shortage as a decision variable, and the purpose of this paper is 
to explore the consequences of adding this new element into the existing models. Under the umbrella of a 
non–cooperative game, we consider the interaction between seller and buyer under two scenarios: (i) 
Buyer–Stackelberg game where the buyer is the leader and the seller is the follower (ii) Seller–Stackelberg game 
where the role is switched and the seller becomes the leader and the buyer the follower. We also consider a 
cooperative game approach where the buyer and seller work together to increase their profit and a Pareto–efficient 
solution will be obtained for this case.  

The rest of this paper is organized as follows. The notation and assumptions underlying the models are given in 
Section 2, where we also provide model formulation from both the buyer’s and seller’s perspective. In Section 3, the 
non–cooperative Seller–Stackelberg and Buyer–Stackelberg games will be discussed including their solutions and 
Section 4 is devoted to the cooperative game. In Section 5, we present numerical examples illustrating the models, 
and also to compare between the results obtained when shortages are allowed and when they are not allowed. Section 
6 is devoted to a sensitivity analysis involving shortage costs. Finally, the paper is concluded in Section 7 with some 
suggestions for future work. 

2. Notation and Model Formulation 

The notation and assumptions below are similar to those used in Esmaeili et al. (2009) with the addition of variables 
related to shortages. 

2.1 Notation and Assumption 

2.1.1 Decision Variables 

V: The price charged by the seller to the buyer ($/unit) 

S: The shortage controlled by the seller (units) 

Q: Lot size determined by the buyer (units) 

P: Selling price charged by the buyer to the customer ($/unit) 

M: Marketing expenditure incurred by the buyer ($/unit) 

2.1.2 Input Parameters 

k: Scaling constant for demand function (k>0) 

u: Scaling constant for production (u>1) 

i: Percent inventory holding cost per unit per year 

α: Price elasticity of demand function (α>1) 

β: Marketing expenditure elasticity of demand (0<β<1, β+1<α) 

Ab: Buyer’s ordering cost ($/order) 

As: Seller’s setup cost ($/setup) 

Cs: seller’s production cost including purchasing cost ($/unit) 
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C1: Buyer’s unit shortage cost ($/unit) 

C2: seller’s unit shortage cost ($/unit) 

r: Seller’s production rate (units/cycle) 

d: Market demand rate (units/cycle) 

D(P, M): Annual demand; for notational simplicity we let D≡D(P, M). 

2.1.3 Assumption 

The proposed models in this paper based on the following assumptions: 

1) Planning horizon is infinite. 

2) Parameters are deterministic and known in advance under symmetric information structure. 

3) Lot size is determined by the buyer. 

4) The annual demand depends on the selling price and marketing expenditure according to Lee & Kim (1993), 
that is: 

( , )                                                 (1)D P M kP M   

5) Shortage are permitted due to irregular production capacity or unanticipated demand, it is controlled by the 
seller in order to reduce its effect on supply chain system. 

6) The production rate is greater than demand rate, and we assume that they are linearly related according to 
the following equation: 

         ( 1)                                              (2)r ud u   

2.2 The Buyer’s Model Formulation 

The buyer’s objection is to determine the order quantity Q (lot size), selling price P and marketing expenditure M so 
that his net profit is maximized. The buyer’s profit function is 

Buyer’s profit = Sales Revenue – Purchase Cost – Marketing Cost – Ordering Cost – Holding Cost – Shortage 
Cost. 

The holding cost is expressed as a percentage of average positive inventory cost, ie., iVI and shortage cost is 
expressed as a negative inventory cost, ie., C1B. I and B can be derived using the idea described by Johnson & 
Montgomery (1974) according to the inventory fluctuation diagram in Figure 1 below. 

<Insert Figure 1 Here> 

We remark that Figure 1 is a general inventory fluctuation diagram, so it can be used for both buyer and seller to 
derive the positive inventory and negative inventory during the time span of the inventory process. The positive area 
on time span t1 and t4 represent the positive inventory and, the negative area on t2 and t3 correspond to the negative 
inventory. Using assumption T=Q/d, we have the average positive inventory and negative inventory as  
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 respectively. Therefore, the 

buyer’s profit function can be expressed mathematically as: 
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The buyer’s model (3) is similar to the buyer’s model in Esmaeili et al. (2009) except for the last extra two terms due 
to shortages which do not involved the variable P. Hence, it follows that Πb(M,P,Q) is strictly pseudoconcave 
function with respect to P for fixed Q and M and, concave with respect to M and Q. Therefore, the first order 
condition on Πb(M,P,Q) with respect to P and M will determine the unique P and M that maximize the profit function, 
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that is 
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Solving (4) and (5) simultaneously gives 
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Similarly, since Πb(M,P,Q) is a concave function of Q for fixed M and P, the first order condition with respect to Q 
yields 

2
* 1 2
( , ) 1                               (8)

1 ( 1)
buDACuS

Q M P
u Vi u Vi
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where D is the demand function (1). Alternatively, substituting (6) and (7) into (3) and using first order condition 
with respect to Q yields 

1 2 2 2 1
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To obtain the optimal solution for buyer, we solve equation (9) for the largest positive root as the optimal Q*, then 
use (6) and (7) to obtain the optimal P* and M*. 

2.3 The Seller’s Model Formulation 

The seller’s objective is to determine the optimal price V* and allowable shortage S* such that her net profit is 
maximized. The annual profit function of the seller is 

Seller’s profit = Sales Revenue – Production Cost – Setup Cost – Holding Cost – Shortage Cost 

or, mathematically 
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Note that we have express the holding cost as a percentage of average positive inventory of the production cost, ie., 

iCsI and the shortage cost as a negative inventory of the production cost of the negative inventory, ie., C2B. Since 

u>1, the function defined by (10) is concave in S as 
2

2
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condition with respect to S yields the unique S* that maximize Πs(S,V) for fixed V which is given by 
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Substituting (11) into (10) gives 
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 are the optimal positive and negative inventory respectively 

corresponding to S*. solving Πs(V) = 0, we obtain a zero profit for the seller at  

1 * 1 * 1
0 2                                   (13)s s s s sV C A Q C iI D C B D       

Since equation (12) is a linear increasing function of V, the optimal V* occurs at the highest price it is possible for 
the seller to charge the buyer. Therefore 

* 1 * 1 * 1
0 2( )                   (14)s s s s sV FV F C A Q C iI D C B D        

for some F>1. Through negotiation with the buyer, the seller can obtain a suitable value for F which the former can 
bear while allowing the latter to make a profit. Therefore, for any given Q, P and M, the optimal shortage and the 
price charged by the seller is S* and V* respectively. 

3. The Non-cooperative Stackelberg Game 

In this section, the seller and buyer interacts with each other through a non-cooperative Stackelberg game, where one 
player acts as a leader and the other the follower. The leader has the power to make the first move and can enforce 
her strategy based on the follower’s best response. Based on the follower’s best strategy, the leader will design a best 
strategy to maximize her profit. 

3.1 The Seller-Stackelberg Model 

In the Seller-Stackelberg game model, the seller is the leader and the buyer the follower. For a given V and S set by 
the seller, the buyer obtains the best lot size Q*, marketing expenditure M* and selling price P* which are the 
solutions obtained by solving (6), (7) and (9) simultaneously. The seller then maximize her profit with respect to V 
and S based on the triple Q*, P* and M*. Thus the problem becomes: 

2
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and 1 2 2 2 1 1
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where α>β+1. Substituting P*(Q) and M*(Q) into (15) reduces the problem to 

1 1
2

1 2 2 2 1 1
1

 ( , )

( 1) ( ) ( )                          (16)

  

[ (1 ) ( ) ]( ) 2 (1 ) ( 1)         (17)

s

b s s s

b b

Max S V

k V A Q V C A Q iC I C B

Subject to

i u VQ iV C S V A Q k u A

     

     

   

   

     

     



       

       

 

transforming the problem into a constrained nonlinear optimization problem with three variables V, S and Q(V,S). 
The optimal solution can be found using any nonlinear programming search tools such as Precondition Conjugate 
Gradient (PCG) method or Sequential Quadratic Programming (SQP) method. In this paper, we will use the 
nonlinear programming subroutine in the Maple package to solve this problem and a numerical example will be 
given in Section 5. 

3.2 The Buyer-Stackelberg Model 

Power has shifted from the seller to the buyer in a Buyer-Stackelberg model where the buyer is leader and makes the 
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first move. For a given set of decision variables M, P and Q selected by the buyer, the seller obtains the optimal 
shortage S* and the best selling price V* given by (11) and (14) respectively. The buyer then maximize his profit with 
respect to M, P and Q based on the pair S* and V*. Thus the problem becomes 

1

1
*

2

* 1 * 1 * 1
2
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Substituting (19) and (20) into (18) reduces the problem to an unconstrained nonlinear optimization problem. A 

closed form solution will be given in Appendix derived through an application of Geometric Programming with a 2nd 

degree of difficulty. 

4. The Cooperative Game 

In this section, we apply a cooperative game approach to the seller-buyer supply chain problem and examine whether 

both players can increase their profit if they work together to jointly determine the optimal S, V, M, P and Q. A 

Pareto-efficient solution, defined as the outcome in which there is no other preferable outcome for both players, will 

be obtained through the joint optimization of the weighted sum of the seller’s and buyer’s objective functions. The 

set of Pareto-efficient solution can be derived by maximizing (1 )     (0 1)s bZ          . That is 
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The first order condition with respect to V yields 
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which gives λ (0, 1) as is required. 

Next, using the first order condition with respect to Q, P, M and S yield the following equations: 
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Pareto-efficient solution can be obtained by solving (22), (23), (24), (25) and (26) simultaneously for a fixed V, 
which can be determined through negotiation between seller and buyer. 

Since the seller would never operate at a loss, using the negotiated V approach, it is reasonable to expect that 
1 * 1 * 1

2s s s s sV C A Q C iI D C B D       (from equation (14) by assuming F>1). Under this condition, by comparing 

(23), (24), (25) and (26) with (6), (7), (8) and (11), we obtain the following interesting results: 

i. The optimal selling price in a cooperative game is less than in a non-cooperative game. 

Proof: Let *
CP  and *

NP  be the optimal selling price in a cooperative and a non-cooperative game respectively. Note 
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that *
CP  is given by (24) and *

NP  by (6), hence  

1
* * ( )
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By equation (14) and since α > β+1, 0 < λ < 1 and 1
s sV C A Q  , (27) implies * *

C NP P . 

ii. Optimal marketing expenditure in a cooperative game is less than in a non-cooperative game. 

Proof: Let *
CM  and *

NM  be the marketing expenditure in a cooperative and a non-cooperative game, respectively. 

Ie., *
CM  is given by (25) and *

NM  by (7). Then 
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and by equation (14), since α > β+1, 0 < λ < 1 and 1
s sV C A Q  , (28) implies * *

C NM M . 

iii. Optimal lot size in cooperative game is greater than in Seller-Stackelberg game if C2 ≥ C1 and As ≥ Ab. 

Proof: Let *
CQ  and *

SQ  be the lot size in cooperative and Seller-Stackelberg game respectively, ie., *
CQ  is given 

by (23) and *
SQ  by (8). Equating the two terms given by these two equations result in  
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From the assumptions that Cs < V, it follows that when C2 ≥ C1 and As ≥ Ab, this will imply * *
C SQ Q . 

iv. Optimal shortage in cooperative game is less than in a Buyer-Stackelberg game if 
1 2

s

V
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C
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Proof: Let *
CS  and *

BS  be the optimal shortage in a cooperative and a Buyer-Stackelberg game respectively, ie., 
*
CS  is given by (26) and and *

BS  by (11). We obtain  

* * 1 2

1 2 2

( 1)(1 )( )
                (29)

[(1 )( ) ( )]( )
s

C B
s s

iQ u C C C V
S S

u C iV C iC C iC


 

  
 

    
 

Since Cs < V, 0 < λ < 1 and u > 1, when 1 2
s

V
C C

C
 , (29) implies * *

C BS S .  

5. Numerical Examples 

This section presents numerical examples to illustrate some significant features of the models established in the 
previous sections. A comparison between the results of the model with and without shortage (by letting S = 0) will 
also be made to reveal its effect on both seller and buyer’s profit. 

5.1 Numerical Examples for Non-cooperative and Cooperative Game 

Examples 1 – 3 below illustrate the Seller-Stackelberg, Buyer-Stackelberg and cooperative model respectively. In 

these examples, we set k = 3500, α = 1.7, β = 0.15, i = 10%, Ab = 40, As = 140, u = 1.1, C1 = 1, C2 = 1 and Cs = 1.5.  

Example 1. The Seller-Stackelberg model produces the following optimal values for the decision variables: S* = 

28.54, V* = 4.60, Q* = 622.24, M* = 1.27 and P* = 14.42. The corresponding seller’s and buyer’s profit is 
* 103.52s   and * 319.28b   respectively. 

Example 2. The Buyer-Stackelberg model produces the following optimal values for the decision variables: S* = 

16.83, V* = 2.07, Q* = 1419.10, M* = 0.55 and P* = 6.26. The corresponding seller’s and buyer’s profit is 
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* 58.71s   and * 499.72b   respectively. 

Comparing the two models, the marketing expenditure M* and selling price P* are smaller but the buyer has a higher 

profit *
b  in the second model. The shortage is also less indicating that the second model is better for the buyer. 

Since production capacity is linearly related to the demand, the buyer is better informed about the end demand and 

the lot size will be adjusted accordingly, so the buyer would gain more if he is the leader. Also, a larger lot size Q* is 

preferred by the seller when she is the follower but her profit will be less. 

Example 3. We will obtain Pareto-efficient solution by assuming that seller and buyer has negotiated an agreement 

on seller price V = 3. Using equation (23), (24), (25) and (26), the optimal values are Q* = 2136.97, P* = 4.88, M* = 

0.43 and S* = 16.67. From equation (22), λ = 0.5096 and finally we obtain Z* = 290.61 using equation (21). 

As expected from the results of the previous section, the selling price P* and the marketing expenditure M* of the 

cooperative game are less than in the non-cooperative games. The profit obtained is more than the profit of the seller 

for both the Seller-Stackelberg and Buyer-Stackelberg models. The lot size is also greater than in the non-cooperative 

games. Therefore, the seller would prefer the cooperative model to the non-cooperative models. On the other hand, 

the buyer might also prefer the cooperative model since the shortage in the cooperative game is less than in the 

non-cooperative games. 

5.2 Numerical Results from Models with and without Shortages 

To obtain some understanding of the effects to both seller and buyer’s decision variables and profits caused by 

shortages, it is worthwhile to compare the numerical results obtained from the two cases. In the following, the 

symbol NS represents no shortage and all parameters are the same as the ones used in the previous examples. 

In the Seller-Stackelberg game, the optimal decision variables in the NS case are VNS = 4.41, QNS = 284.02, PNS = 

14.06 and MNS = 1.24. The seller’s profit is 97.61NS
s   and buyer’s profit is 328.55NS

b  . Compare with the 

corresponding results from the shortage model, both buyer’s and seller’s selling prices are smaller in the NS case as a 

consequence of the absence of shortage. Also, the order quantity and marketing expenditure are larger than in the NS 

model. The seller’s profit in the shortage model is larger than in the NS model, whereas the buyer’s profit is smaller 

in the NS model. Hence, in the Seller-Stackelberg game, the seller has an advantage of being the leader and 

controlling the shortage whereas for the buyer, the shortage has a negative impact on his profit. 

In the Buyer-Stackelberg game, the corresponding results for the NS models are VNS = 2.09, QNS = 1303.71, PNS = 

6.29 and MNS = 0.56. The buyer’s profit is 496.07NS
b   and the seller’s profit is 58.66NS

s  . Comparing the 

results with the shortage model, show that the buyer has a lower selling price and larger order quantity than in the NS 

model. Both the seller and the buyer’s profit in the shortage model is higher than in the NS model. This is due to the 

presence of shortage which induces the buyer to order larger quantity in order to satisfy demand and avoid a loss of 

profit, which in turn would favor the seller. 

In the cooperative game, the following results were obtained for the NS game: PNS = 4.92, MNS = 0.43 and QNS = 

1354.03. The optimal weight is λ = 0.5074 and the profit is ZNS = 279.65. Comparing these results with the shortage 

case indicate that the buyer’s selling price in the shortage model is less than in the NS model, resulting in a larger 

order quantity as well as a larger profit. This further emphasizes the value of cooperation since both seller and buyer 

can do better by cooperating with each other even in the presence of shortages. 

6. Sensitivity Analysis 

In this section, we will carry out the investigation of how the changes in buyer’s or seller’s unit shortage cost, C1 or 
C2, will affect their decisions and profits for the different models through a sensitivity analysis. In the following, the 
input parameters will be the same as in the previous examples but we allow C1 and C2 to vary. We let F = 1.25 in the 
Buyer-Stackelberg model and the negotiated selling price V = 3 in the cooperative model. 

The effects of parameters C1 and C2 on decision variables S*, V*, P*, Q*, M* and profits *
b  and *

s  in the 

non-cooperative games will be investigated through the following sensitivity analysis. Similarly, the effects of 

parameters C1 and C2 on P*, Q*, M*, S* and Z* will also be investigated in the cooperative game. The results of the 
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analysis are displayed in Table 1 to Table 6. 

<Insert Table 1 to Table 6 Here> 

The results show that varying C1 and C2 will affect both seller and buyer’s profit in different ways for different 

models. For instance, increasing C1 (or C2) in the Seller-Stackelberg game results in the buyer’s profit *
b  (or 

seller’s profit *
s ) declining, whereas the seller’s profit *

s  (or buyer’s profit *
b ) will increase. Increasing either 

C1 or C2 will result in both seller’s and buyer’s profit in the Buyer-Stackelberg game and the joint profit in the 

cooperative game to decline. 

The effect of parameter C1 on decision variables V*, S*, Q*, P* and M* are demonstrated in Figure 2. The number 1, 

2 and 3 in each figure refers to the Seller-Stackelberg, Buyer-Stackelberg and the cooperative game respectively. 

<Insert Figure 2 Here> 

From the graphs, by increasing C1 in the Seller-Stackelberg game, the seller’s shortage size S* increase before C1 

reaches C2, and decreases when it exceeds C2 which cause seller’s selling price V* and buyer’s selling price P*, 

marketing expenditure M* to decrease and then increase accordingly. This indicate that in the Seller-Stackelberg 

game, the decision variables S*, V*, P* and M* will be affected by both C1 and C2. However, in the Buyer-Stackelberg 

game, when the buyer is the leader, as C1 increases, the shortage size S* decreases whereas V*, P* and M* increase. 

Therefore, by varying C1, it is seen that the behavior of the decision variables S*, V*, P* and M* are dependent on the 

players’ leadership position. Also, the buyer’s order quantity is dependent on his leadership position, ie., his order 

quantity is decreasing in the Buyer-Stackelberg game and increasing in the Seller-Stackelberg game. 

The effect of parameter C2 on P*, Q*, M*, S* and V* are graphically displayed in Figure 3. 

<Insert Figure 3 Here> 

As C2 increases, the seller’s decision variable S* decreases regardless of whether the seller is the leader or the 

follower. However, the changes in variables P*, M*, Q* and V* are dependent on the leadership position of the 

participant. For instance, as C2 increases, P* decreases and then increases in the Seller-Stackelberg but show the 

reverse trend in the Buyer-Stackelberg game. 

Finally, the graphs also indicate that the shortage in a cooperative game is less than in the non-cooperative game 

when 
1 2

s

V
C C

C
 . Also, the order quantity Q* is greater, and the selling price P*, marketing expenditure M* is 

smaller in the cooperative game than in the non-cooperative games. These observations are consistent with the 

results obtained in Section 4. 

7. Conclusion 

In this paper, we have extended the seller-buyer supply chain management problem under a symmetric information 
structure considered in Esmaeili et al. (2009) by incorporating the likelihood of shortages into the models. This is an 
essential generalization due to the presence of irregular production capacity or unanticipated demands. In the 
non-cooperative game scenario, two types of games are discussed: Seller-Stacklelberg game and Buyer-Stackelberg 
game. Optimal solutions of the decision variables were obtained for both of these cases. In the cooperative game, 
Pareto-efficient solutions were obtained by optimizing the weighted sum of the seller’s and buyer’s profit functions. 
Among several conclusions reached, it was shown that both selling price and marketing expenditure are smaller in 
cooperative game than in non-cooperative games and demand is larger. In addition, shortages are smaller in a 
cooperative game than in a non-cooperative game when the buyer’s unit shortage cost is larger than the seller’s unit 
shortage cost, which is the case most likely to be encountered in practice. Numerical examples were presented to 
illustrate the results from the models and to compare between non-cooperative and cooperative game, with and 
without shortages. Furthermore, sensitivity analysis was carried out to investigate the effects of the unit shortage 
costs on the optimal solutions. 

Finally, we conclude this paper with some suggestions for extending the present work. For example, the two-person 
game scenario considered in this paper can be extended to a three-person game by adding consumer as the third 
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person to assess how the effect of shortage will affect the welfare of the latter. This will lead to many interesting sets 
of interactions between the players. Also, all input parameters in this paper are assumed known to both players 
whereas, in reality, costs such as shortage cost, setup cost and demand are often not common knowledge and should 
not be assumed as such. In this case, asymmetric information rules the game and incentive strategies or designs may 
have to be devised for the players to share or reveal their private information. 

Appendix: Geometric Programming Solution of the Buyer-Stackelberg Game 

We show how Geometric Programming can be used to obtain a closed form solution for Buyer-Stackelberg game. 
Substituting (19) and (20) into (18), and after some algebra simplifications, the problem becomes: 

1 1

1 2
1 2 3

 ( , , )

( )                                      (30)

b s

s b

Max M P Q kP M kP M kFC P M

k FA A P M Q A Q A Q P M A

     

   

    

  

   

    
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2 1
2 1 2

1 2
2

2 3 1 2 1
2

2 3
2

2 1
2

3 2
2

0.5 [ ( 1) ( )](1 )
          

( )

0.25 (1 )
         

( )

0.5 (1 )
and   

( )

s s

s

s

s

s

s

iC C F iC C C u
A

iC C

i FC C u k
A

iC C

iFA C u
A

iC C



 



   














 

We next transform this Signomial Problem with 2nd degree of difficulty into a Posinomial Problem by using the 
method developed by Duffin, Peterson and Zener (1967). The solution of the Posinomial Problem can then be 
obtained by solving its Dual problem. Ignoring the last term in (30) the Posinomial problem is: 

1

1 1 1 1 1 1

1 1 1 2 1 2 2
1 2

    or                                                                                       (31)

  ( )

1        

b

s s b

Max Z Min Z

Subject to k ZP M P M FC P FA A P Q

k A P M Q k A P M Q

 

   



      

     

 

   

                                                      (32)

 

Therefore the Dual Problem (DPZ) is: 

0 3 5 61 2 4 1 11
1 2

0 1 2 3 4 5 6

0

0 1

1 2 3 4

1 1
              (33)
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                  0 ( 1) (
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The first constraint above is the normality constraint and the other constraints are the orthogonality constraints. Since 
the degree of difficulty is 2, we can rewrite the constraints in terms of ω5 and ω6, ie., 

0

1

2 5 6

3 5 6

4 5 6

5 6

           1

           1

           2

           ( 1) ( 2) (2 2 3)

           2

and      (1 2 ).



   
        
  
   




  

        
 

  

 

Substituting these constrains into (33), then taking logarithm, we can fine the optimal ω5 and ω6 through a line search. 
Finally, we obtain the optimal solution for P, M and Q in terms of ω5 and ω6 as follow: 
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Table 1. Sensitivity analysis of the Seller-Stackelberg model with respect to C1 

C1 0.1 0.5 1 5 10 15 

P* 14.86 14.66 14.43 14.34 14.42 14.47 

V* 4.69 4.66 4.6 4.6 4.63 4.64 

Q* 343.7 489.29 621.87 972.49 1051.68 1072.52 

M* 1.31 1.29 1.27 1.26 1.27 1.28 

D* 37.1 37.89 38.83 39.22 38.85 38.66 

S* 18.18 25.87 28.53 24.61 19.42 16.35 

Πs* 97.56 100.79 103.53 108.92 109.84 110.05 

Πb* 322.45 321.13 319.14 302.99 295.83 292.78 
Table 2. Sensitivity analysis of the Seller-Stackelberg model with respect to C2 

C2 0.1 0.5 1 3 5 10 

P* 14.08 14.25 14.43 14.49 14.42 14.43 

V* 4.53 4.56 4.6 4.56 4.52 4.52 

Q* 1628.65 891.11 621.87 312.3 277.03 274.94 

M* 1.24 1.26 1.27 1.28 1.27 1.27 

D* 40.31 39.59 38.83 38.57 38.84 38.8 

S* 81.45 43.12 28.53 7.74 1.73 0.52 

Πs* 114.26 108.04 103.53 96.46 95.83 95.74 

Πb* 304.76 316.29 319.14 324.26 324.57 324.03 
Table 3. Sensitivity analysis of the Buyer-Stackelberg model with respect to C1 

C1 0.1 0.5 1 5 10 15 

P* 6.24 6.25 6.26 6.31 6.36 6.41 

V* 2.07 2.07 2.07 2.08 2.09 2.1 

Q* 1454.44 1438.43 1419.1 1286.74 1161.48 1065.03 

M* 0.55 0.55 0.55 0.56 0.56 0.57 

D* 142.22 142.03 141.8 140.08 138.15 136.39 

S* 17.25 17.06 16.83 15.26 13.77 12.63 

Πs* 58.91 58.84 58.78 58.25 57.68 57.22 

Πb* 500.72 500.27 499.72 495.54 490.82 486.53 
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Table 4. Sensitivity analysis of the Buyer-Stackelberg model with respect to C2 

C2 0.1 0.5 1 3 5 10 

P* 6.36 6.25 6.26 6.28 6.28 6.29 

V* 2.05 2.06 2.07 2.08 2.08 2.09 

Q* 1185.15 1457.84 1419.1 1351.94 1333.83 1319.2 

M* 0.56 0.55 0.55 0.55 0.55 0.55 

D* 138.37 142.16 141.8 141.04 140.83 140.64 

S* 64.64 30.58 16.83 5.85 3.53 2.09 

Πs* 56.77 58.62 58.78 58.76 58.72 58.68 

Πb* 492.06 500.84 499.72 497.66 497.08 496.59 

Table 5. Sensitivity analysis of the cooperative game with respect to C1 

C1 0.1 0.5 1 5 10 15 

P* 4.87 4.88 4.88 4.89 4.9 4.89 

V* 3 3 3 3 3 3 

Q* 2206.7 2161.15 2136.97 2063.22 2047.14 2025.29 

M* 0.43 0.43 0.43 0.43 0.43 0.43 

S* 28.72 21.53 16.67 5.88 3.04 1.93 

Z* 291.14 290.83 290.61 290.13 290.02 289.96 

Table 6. Sensitivity analysis of the cooperative game with respect to C2 

C2 0.1 0.5 1 3 5 10 

P* 4.88 4.88 4.88 4.89 4.89 4.88 

V* 3 3 3 3 3 3 

Q* 2214.53 2160.6 2136.97 2081.44 2051.88 2033.32 

M* 0.43 0.43 0.43 0.43 0.43 0.43 

S* 28.44 21.35 16.67 8.58 5.2 3.09 

Z* 291.15 290.83 290.61 290.25 290.12 290.01 

 

 

Figure 1. Inventory fluctuation diagram 
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Figure 2. The effect of parameter C1 on P*, Q*, M*, S* and V* 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The effect of parameter C2 on P*, Q*, M*, S* and V* 

 


