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Abstract 

This study aimed at assessing the performance and efficacy of the retrieval information (IR) systems implemented in three widely used 

search engines (Google, Bing, and Yahoo), specifically with regard to the challenge of word sense disambiguation in Arabic texts. Such a 

challenge has been confirmed to negatively influence the retrieval of the most relevant documents. Therefore, we extended the paradigm 

of using computational methods and natural language processing (NLP) tools, primarily tailored for processing English texts, to explore 

morphosyntactic as well as lexical issues disturbing the accuracy of Arabic IR systems. Findings revealed striking disparities in the 

efficacy of IR systems integrated into these search engines, which can be attributed to four principal challenges: (a) the intricate 

morpho-syntactic structures inherent in Arabic; (b) the idiosyncratic orthographical system of the Arabic script; (c) the multifaceted 

semantic flexibility of certain lexical elements; and (d) the intriguing diaglossic nature of Arabic, allowing for the coexistence of multiple 

linguistic varieties within a single discourse situation. Drawing from these findings, a series of solutions rooted in supervised machine 

learning techniques, including clustering models and adaptations based on geographic locations, are proposed. Moreover, the study 

advocates for the capacity of search engines to interpret queries across all Arabic varieties, encompassing vernacular dialects. Furthermore, 

the importance of search engines accommodating queries irrespective of the specific language adopted by users is underscored. While the 

research primarily centers on Arabic, its implications resonate beyond this language alone. By applying computational methodologies 

originally designed for English to Arabic, the study not only addresses the challenges specific to Arabic IR systems but also contributes 

valuable insights that transcend linguistic boundaries. Through a comparative lens, issues like word sense disambiguation between Arabic 

and English are juxtaposed, extracting lessons that can inform advancements in information retrieval for both languages. 
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1. Introduction 

The evolution of information retrieval systems has been remarkable over the past few decades, with advancements ranging from basic 

keyword searches to complex natural language processing (NLP) and machine learning techniques (Gao et al., 2023). The ultimate 

objective of these systems has remained consistent, which is to provide users with the required information in a timely and precise manner 

(George & George, 2023). Bibliographic databases were among the first information retrieval systems, enabling users to search for 

articles and publications through keywords or subject headings. Initially implemented in libraries and academic institutions, these 

databases soon became ubiquitous across various industries with the increasing availability of online information (Rubin, 2017). As the 

volume of available information increased, the retrieval systems used to locate it also became more intricate.  

During the early stages of the internet, search engines such as AltaVista and Yahoo predominantly utilized keyword matching as the 

primary approach to providing search outcomes (Almukhtar, Mahmoodd, & Kareem 2021). However, these systems were easily 

manipulated by keyword stuffing and other tactics that made it difficult to find relevant information (Duka, Sikora, & Strzelecki, 2023). In 

response, search engines began incorporating more advanced algorithms and techniques to better understand the user's intent behind each 

search query (Nagpal & Petersen, 2021). More recently, natural language processing and machine learning have become increasingly 

important in information retrieval (IR). These techniques allow search engines to understand not just the keywords used in a search query 

but also the context in which those keywords are used (Lauriola, Lavelli, & Aiolli, 2022). 

The accuracy of IR systems and search engines, therefore, depends on their ability to disambiguate words with multiple meanings, as the 
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incorrect sense can result in irrelevant search results (Omar & Aldawsari, 2020). The accuracy of an IR system is a measure of how well it 

retrieves relevant documents in response to a user's query (Husain, 2020; Hersh, 2020). One of the most significant challenges in 

achieving high accuracy on IR, however, is the problem of word sense ambiguity (Elayeb, 2019). Word sense ambiguity, also referred to 

as lexical ambiguity, is the phenomenon where a word has multiple meanings, and it can be challenging for an IR system to determine 

which meaning is intended in a given context (Agirre & Edmonds, 2007). When a user enters a query that contains an ambiguous word, 

an IR system must disambiguate the word to determine the intended meaning. If the system fails to disambiguate the word correctly, it 

may retrieve documents that are irrelevant to the user's needs, resulting in low accuracy. For example, if a user searches for ‘apple,’ an IR 

system may retrieve documents related to the fruit, the technology company, or the record label. If the system fails to disambiguate the 

term correctly, it may retrieve documents that are not relevant to the user's needs, leading to a lower accuracy rate. 

Despite the improvements achieved, lexical ambiguity continues to pose a significant challenge that affects the quality and dependability 

of these systems. In IR applications, lexical ambiguity can lead to reduced precision and recall (Shaalan, Hassanein, & Tolba, 2017). 

When a query contains an ambiguous term, the retrieval system may miss some relevant documents that contain the intended meaning of 

the term, reducing the recall of the system. At the same time, the retrieval system may miss some relevant documents that contain the 

intended meaning of the term, reducing the recall of the system (Jain et al., 2022). When a query contains an ambiguous term, the retrieval 

system needs to analyze the context of the term to determine its intended meaning. This requires additional computational resources and 

time, leading to increased complexity and slower response times. This can have a significant impact on the overall performance of the 

system, especially in cases where a large number of queries need to be processed in real-time (Kejriwal, Knoblock, & Szekely, 2021). 

These challenges undoubtedly have adverse impacts on user satisfaction. Users expect information retrieval systems to return relevant and 

accurate results in response to their queries. When a system returns irrelevant or inaccurate results due to lexical ambiguity, users may 

become frustrated and dissatisfied with the system. This can lead to a decrease in user engagement and adoption, impacting the overall 

success of the system (Kumar & Santhosh, 2020). 

The problem of lexical ambiguity is not limited to any particular language; it is universal, as in almost all languages, many words have 

multiple meanings (Arbaaeen, & Shah, 2020). Hence, incorporating methods that can help disambiguate words and accurately identify 

their intended senses in context is crucial to ensuring the precision and consistency of IR systems. To tackle the problem of lexical 

ambiguity in information retrieval (IR) systems, various techniques have been developed. These techniques can best be classified under 

the umbrella of word sense disambiguation (WSD).  

WSD refers to identifying the intended meaning of a word that has multiple meanings based on the context in which it is used (Sheu et al., 

2011). WSD is an NLP task that requires identifying the intended meaning of a word within a particular context (Zilli et al., 2008). This 

involves selecting the accurate sense of a word from a range of possible senses by considering factors such as nearby words, the word's 

part of speech, and other contextual information. In the context of IR systems and other NLP applications, WSD plays a critical role in 

improving the accuracy of these systems. In IR, WSD helps to ensure that the retrieved documents are relevant to the user's query by 

disambiguating the meaning of the query terms (Rahman & Borah, 2022). WSD is particularly useful in cases where the query terms have 

multiple meanings, as it can help to avoid retrieving irrelevant documents that contain the wrong sense of the query term (Scarlini, Pasini, 

& Navigli, 2020).   

WSD is a challenging task in NLP, primarily due to the complexity of natural language and the fact that the same word can have multiple 

meanings depending on the context (Abderrahim & Abderrahim, 2022). As a result, researchers have developed various approaches to 

WSD, including supervised and unsupervised learning methods, rule-based systems, and hybrid approaches that combine multiple 

techniques. The process of WSD involves using computational methods to automatically disambiguate words with multiple meanings in a 

given context. This is done by considering the surrounding words, the syntactic structure of the sentence, and any other relevant 

contextual features. Once the correct sense of a word has been determined, IR systems can then retrieve only those documents that are 

relevant to the user's query, resulting in more accurate search results (Kaddoura, S., Ahmed, R. D., & Hemanth, 2022). Despite the 

development of various WSD techniques, there are inherent limitations to these methods, particularly in languages like Arabic, which 

have unique linguistic features that are not typically considered in standard IR systems.  

Despite the development of multiple techniques for WSD to tackle linguistic ambiguity in NLP and IR systems, they still encounter 

restrictions when applied to Arabic (Mesfar, 2010). This is due to the specific linguistic features of Arabic, which are distinct from those 

of European languages in terms of phonetics, morphology, syntax, and semantics. As a Semitic language, Arabic poses distinctive 

obstacles for researchers and developers of NLP applications intended for Arabic speech and text (Omar, Elghayesh, & Kassem, 2019). 

The writing system of Arabic, which is entirely different from Western languages, can have an impact on linguistic ambiguity in natural 

language processing (NLP) applications, including information retrieval, due to certain characteristics of the language. Consequently, the 

success of IR systems in Arabic depends on their ability to account for these unique linguistic features (Elayeb, 2019). Failure to do so 

may result in inaccurate disambiguation, leading to the retrieval of irrelevant documents or missing relevant ones (Shaalan et al., 2018).  

Previous WSD methods for Arabic often relied on simplistic approaches that treated each word as an independent unit, neglecting the rich 

morphological information available in the language. These methods failed to capture the nuances of word senses that can be 

distinguished based on morphological variations. Arabic is a highly inflectional language, which means that words undergo various 

morphological changes to indicate grammatical features such as tense, gender, number, and case. These morphological changes often 

result in different word forms or stems, each representing a different sense or meaning of the word. Therefore, considering the 
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morphological properties of Arabic is crucial for accurate word sense disambiguation. 

In light of this argument, this paper proposes the integration of morphological analyzers and morphological disambiguation tools into 

WSD models to extract the possible stems or word forms of a given word. By considering the different stems and their associated senses, 

these models can better disambiguate word senses in Arabic. The premise is that integrating the morphological properties of Arabic is 

essential for accurate word sense disambiguation. By considering the various stems, morphological variations, and lemmas associated 

with a word, WSD models can better capture the different senses and improve the disambiguation process in Arabic NLP tasks. 

Therefore, the present study examines whether the integration of morphological analyzers and morphological disambiguation tools can 

effectively address writing ambiguity in Arabic information retrieval applications within WSD models. To achieve this main objective, it 

seeks to address three research questions:  

1. How does the integration of morphological analyzers and morphological disambiguation tools impact the disambiguation 

accuracy and overall performance of WSD models in resolving writing ambiguity in Arabic information retrieval applications? 

2. Can the integration of morphological information enhance the performance of WSD models in low-resource settings for Arabic 

information retrieval? 

3. How does the performance of WSD models with morphological integration compare to other existing techniques for addressing 

writing ambiguity in Arabic information retrieval? 

The remainder of this study is organized as follows: Section 2 provides a brief survey of the methods used to handle Arabic writing 

ambiguity. This section presents an overview of the existing approaches and techniques that have been employed to address the challenges 

posed by the Arabic writing system in information retrieval. In Section 3, the paper presents the methods and procedures used in the study. 

This section outlines the research methodology, including data collection, experimental design, and evaluation metrics. The steps taken to 

analyze the impact of the Arabic writing system on information retrieval accuracy are described in detail. Section 4 reports the findings 

and results of the study and analyzes the effects of the Arabic writing system on the accuracy of information retrieval systems. It examines 

how the absence of explicit word boundaries and diacritical marks in Arabic script can introduce ambiguity and impact retrieval 

performance. The findings shed light on the challenges posed by the writing system and provide insights into potential solutions. Finally, 

in Section 5, the paper concludes by summarizing the main points discussed throughout the study. It highlights the implications of the 

findings for future research in Arabic information retrieval and suggests practical recommendations to enhance the accuracy of retrieval 

systems. The conclusion section emphasizes the importance of addressing the impact of the writing system on information retrieval and 

underscores the need for further investigations and advancements in this area. 

2. Literature Review 

In recent years, significant research has been dedicated to addressing the issue of word sense disambiguation in Arabic information 

retrieval. One of the most significant factors contributing to linguistic ambiguity and negatively impacting the accuracy of information 

retrieval systems is the Arabic writing system. Saadi and Belhadef (2020) indicated that the Arabic writing system plays a crucial role in 

causing linguistic ambiguity and adversely affecting the precision of information retrieval systems. Arabic is written in a connected script, 

with letters joined together within a word. This unique feature presents difficulties for tasks such as optical character recognition, text 

segmentation, and word boundary detection in natural language processing (NLP) applications. Incorrect segmentation or 

misinterpretation of ligatures can thus contribute to errors in lexical analysis and exacerbate lexical ambiguity. 

Almanaseer et al. (2021) agree that the Arabic writing system is a major contributor to linguistic ambiguity and has a detrimental effect on 

the precision of information retrieval systems. They explain that Arabic script lacks explicit markers for word boundaries in a sentence, 

leading to different interpretations and potential ambiguity in information retrieval. Additionally, Arabic script lacks diacritical marks, 

specifically short vowels, which are crucial for disambiguating words. Without these diacritics, multiple interpretations become possible, 

making it challenging for information retrieval systems to accurately match queries with relevant documents. However, it is important to 

recognize that Arabic writing ambiguity is not an isolated issue. It is intricately linked with other factors that further complicate the 

problem. These factors include the unique morphological and syntactic system in Arabic, dialectical variation, and diglossia. 

Al-Zoghby et al. (2013) have demonstrated that the Arabic writing system is characterized by a root-based morphology, in which words 

are formed from a consonantal root. The positioning of vowels and additional consonants around the root can give rise to multiple words 

that share the same root but possess different meanings. Omar and Hamouda (2020) further explain that Arabic words are derived from 

root letters and can undergo various modifications, such as the addition of prefixes or suffixes and internal vowel changes. These 

modifications can significantly alter the meaning of words or introduce ambiguity. Consequently, the intricate morphological structure of 

Arabic poses significant challenges for information retrieval systems, necessitating the utilization of sophisticated algorithms and 

resources to accurately analyze and disambiguate Arabic words. 

Alnaied et al. (2020) provide additional insights by highlighting that the Arabic language boasts a diverse vocabulary, with numerous 

word forms derived from root letters through morphological processes. This linguistic richness gives rise to multiple variations of words, 

involving the addition of prefixes, suffixes, and changes in internal vowels. Consequently, a single query term can manifest in multiple 

forms, each potentially associated with distinct meanings. This variability poses further challenges to the disambiguation of word senses 

in information retrieval applications. 
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In order to tackle these challenges, different methods have been used for handling Arabic writing ambiguity in information retrieval, 

including linguistic approaches, word sense disambiguation techniques, and machine learning-based methods. Most linguistic approaches 

have been devised to harness linguistic knowledge and resources in order to disambiguate words and address interpretation challenges in 

Arabic text. These approaches make use of various linguistic theories, including semantic, psycholinguistic, pragmatic, and discourse 

theories. By incorporating these theoretical frameworks, researchers aim to enhance the accuracy and precision of Arabic text analysis and 

interpretation. According to Hammo (2008), semantic analysis is among the earliest approaches aimed at tackling linguistic ambiguities in 

Arabic information retrieval. Hammo (2008) argues that semantic analysis offers an effective method for exploring the meaning of words 

and phrases within a wider context, thus aiding in the resolution of ambiguities. To this end, various semantic theories have been 

developed to elucidate the essence of linguistic ambiguity and capture generalizations pertaining to the context-dependent nature of word 

meaning. 

The underlying principle behind semantic approaches to address the issue of ambiguity is the recognition that writing ambiguity is 

primarily associated with word meaning rather than structural aspects, which can lead to multiple interpretations. Semantic studies have 

proposed different approaches to determining the correct sense in ambiguous sentences. Among the most prominent approaches are 

semantic relatedness or interconnections, cognitive topology, and lexical networks. These approaches rely on external resources, such as 

lexical databases, ontologies, and thesauri, to disambiguate word meanings. They use the knowledge contained in these resources to 

identify the correct sense of an ambiguous word (Rodd, 2018). Although these approaches can be usefully used in disambiguating words 

in different contexts and thus helping in the development of reliable NLP applications, they tend to perform better when there is a limited 

amount of data, but they require high-quality lexical resources, which may not always be available. 

Psycholinguistic studies have explored the mental processes involved in resolving lexical ambiguity and how the human brain responds to 

such ambiguity. Chomsky’s concept of linguistic competence has been used as the basis for traditional psycholinguistic approaches to 

lexical ambiguity, which aim to understand the knowledge and abilities required for language comprehension and production (Chomsky, 

1965). These studies have investigated the universality of the problem of lexical ambiguity across different languages and cultures. 

Traditional approaches have generally viewed lexical ambiguity as a problem to be avoided because it can lead to confusion and 

misunderstanding. However, recent studies in psycholinguistics have challenged this view and suggested that ambiguity can be beneficial 

as it allows for words to be used in different contexts, facilitating language processing. Such studies have explored the potential 

advantages of lexical ambiguity and the role it plays in the interpretation of language.  

The premise of recent psycholinguistic approaches to lexical ambiguity is to study how humans process language and how they 

disambiguate words with multiple meanings. These approaches aim to understand how the human mind makes sense of ambiguous words 

and to use this knowledge to improve natural language processing systems. These approaches are based on the idea that humans use 

various cues, such as syntax, semantics, and pragmatics, to disambiguate words in context (Navigli, 2012). These cues help humans 

identify the intended meaning of a word based on the surrounding words, the sentence structure, and the overall discourse. Recent 

psycholinguistic approaches often use experimental methods, such as eye-tracking and reaction time studies, to investigate how humans 

process ambiguous words. These studies aim to identify the cognitive processes involved in word sense disambiguation and to determine 

which cues humans rely on the most. 

Discourse-based approaches have shown the potential to resolve lexical ambiguity by integrating context and discourse into the analysis. 

These approaches have been further explored in corpus-based studies that use electronic corpora, demonstrating the effectiveness of using 

discourse to disambiguate meaning. They aim to resolve the issue of lexical ambiguity by considering the context in which a word is used. 

These approaches take into account the surrounding words and phrases, as well as the broader discourse, to determine the most 

appropriate meaning of the ambiguous word (Arbaaeen & Shah, 2020). One common discourse-based approach is known as the ‘one 

sense per discourse’ hypothesis, which suggests that a word is likely to have only one sense within a given discourse context. This 

approach relies on the assumption that the overall meaning and purpose of the discourse will help to disambiguate the meaning of 

individual words (Arbaaeen & Shah, 2020). Another approach is known as ‘lexical cohesion,’ which refers to the way in which words 

within a text are related to one another. By analyzing the patterns of lexical cohesion, it is possible to identify the most likely meaning of 

an ambiguous word based on the words and phrases that surround it. 

Other discourse-based approaches include ‘pragmatic inference,’ which involves using knowledge about the speaker's intentions and 

beliefs to disambiguate an ambiguous word, and "semantic frames," which involve using knowledge about the typical contexts in which a 

word is used to disambiguate its meaning. While linguistic approaches offer valuable insights, they can be limited by the complexities and 

variations of the Arabic language. 

Word sense disambiguation (WSD) techniques aim to identify the correct meaning of a word based on its context. Various WSD methods 

have been adapted to handle Arabic writing ambiguity. Knowledge-based approaches rely on dictionaries, lexical resources, and 

ontologies to assign the most appropriate sense to a word. Corpus-based approaches utilize large text corpora to identify word usage 

patterns and disambiguate based on statistical analysis. Hybrid approaches combine knowledge-based and corpus-based techniques to 

enhance disambiguation accuracy (Faizullah et al., 2023). These WSD techniques provide effective means to address writing ambiguity in 

Arabic information retrieval systems. WSD techniques have been developed with the aim of improving the performance of retrieval 

systems, as correct disambiguation of words can lead to more accurate retrieval of relevant documents for user queries. This highlights the 

importance of addressing lexical ambiguity in the development of IR systems, as it can significantly impact the effectiveness of the 
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system in providing relevant information to users. 

Another approach to WSD is ontology-based, which relies on ontologies to represent knowledge about a particular domain. An ontology 

is a formal representation of concepts and their relationships within a given domain. This approach involves mapping the words in a text 

to the concepts in the ontology and then disambiguating the senses of the words based on their relationships to other concepts in the 

ontology (Agirre & Edmonds, 2007). This approach has been used in various fields, such as medical informatics and bioinformatics, 

where ontologies are used to represent the complex relationships between medical terms and biological concepts (Senanayake et al., 

2023). However, one of the challenges of the ontology-based approach is the difficulty in creating and maintaining the ontology, as it 

requires domain expertise and extensive manual effort (Agirre & Edmonds, 2007). 

The knowledge-based approach to WSD involves the use of machine-readable dictionaries and semantic lexicons that contain information 

about word senses and their relationships to other words. This approach is based on the idea that knowledge about a word can be used to 

disambiguate its sense in a particular context (Navigli, 2012). This approach has been shown to be effective in WSD tasks, especially 

when used in combination with other methods such as corpus-based techniques. However, one of the limitations of this approach is the 

need for extensive knowledge resources, which may not always be available or may be difficult to acquire in some domains. Overall, 

while each approach to WSD has its strengths and limitations, recent research has shown that combining different methods can improve 

the performance of WSD systems (Nguyen et al., 2018). Moreover, advances in machine learning techniques, such as neural networks and 

deep learning, have shown promising results in WSD tasks, providing a new direction for future research in this area (Huang et al., 2019). 

Ontology-based techniques have been developed as a way to overcome the limitations of both dictionary-based and knowledge-based 

approaches to WSD. Ontologies are a popular method in IR systems and are designed to enable the resolution of lexical ambiguity by 

using a network of semantic concepts to draw inferences (Agirre & Edmonds, 2007). The idea behind ontology-based techniques is that 

searches in IT should be based on meaning and inference rather than just on literal strings. By using ontologies, IR systems can 

understand the relationships between search items and concepts, which can lead to more accurate and relevant results. However, 

ontology-based techniques can be challenging to implement because they require a deep level of conceptualization, and complex query 

languages may be necessary. Despite these challenges, ontology-based techniques are a promising way to improve WSD and enhance the 

performance of IR systems (Zilli et al., 2008). 

Machine Learning-Based Methods: Machine learning algorithms have gained popularity for handling Arabic writing ambiguity due to 

their ability to automatically learn patterns from data. As far as WSD is concerned, machine learning-based methods are classifiable into 

four categories. The first group is based on probabilistic models that estimate a set of probabilistic parameters, which signify the 

conditional probability of each category in a specific context, by means of specific algorithms (e.g., the Naive Bayes algorithm) to 

estimate other new parameters. These methods work competitively in WSD (cf. Agirre & Edmonds, 2007). The second group is based on 

the similarity of the examples, as it takes into account a similarity metric to perform the WSD process. One example representing such 

methods is the Vector Space Model (VSM), which compares new examples to a set of prototypes and assigns the sense of the most similar 

prototype. The third group is based on discriminating rules that are associated with the sense of each word. That is, to determine one sense 

of the senses of a polysemous word for example, the IR system selects the sense that verifies some such rules (Navigli, 2012).  

The last group of machine learning-based methods is based on decision lists, which are ordered lists of rules of the form considered as 

weighted ‘if-then-else’ rules. High weights come at the top of the decision tree and low weights at the bottom. Yet, decision trees are not 

frequently used in WSD. Support vector machines, decision trees, and neural networks are commonly used in this context. These algorithms 

are trained on annotated Arabic datasets, where words are disambiguated based on their surrounding context. By learning from these 

examples, machine learning models can generalize and accurately disambiguate words in real-world Arabic text. However, the success of 

machine learning-based methods relies on the availability of high-quality training data and the careful design of features and 

representations.  

3. Methodology 

This section outlines the rationale beyond the selection of particular search engines for comparing their IR performance as far as the issue of 

lexical ambiguity is concerned, sketches the final dataset, and explains the procedure of data analysis. Given the scope of the current 

research, which seeks to explore the challenge of lexical ambiguity that hinders developing effective IR systems for Arabic, we selected 

three popular search engines to be compared with reference to their IR performance: Google, Bing, and Yahoo.  Chris (2019) reported that 

these three search engines were among the most widely used search engines, according to the reports of the Digital Marketing Agency. For 

the sake of a valid and reliable comparison of the three search engines, a set of criteria was applied based on previous research (cf. White, 

2016; Lupu, Mayer, Kando, & Trippe, 2017). These criteria are (a) retrieving relevant documents and excluding irrelevant ones, (b) similar 

response time providing that all documents under exploration contribute similarly to the final dataset, (c) the mechanism of IR retrieval, and 

(d) the techniques implemented for enhancing IR.  

In order to explore the precision ratio of the IR system performance in each search engine, a particular query is used, and the precision query 

is calculated by the following equation: number of only retrieved documents/total number of retrieved documents x 100. Figure (1) shows 

the process of evaluating IR systems. 
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Figure 1. Phases of standard IR (Atwan et al., 2016, p. 247) 

In the pre-processing phase, the output documents are normalized by removing redundant words to create a more cohesive body of 

documents and tokenized by removing sensitive data and replacing it with specific values. Then, stop-words, i.e., words used across all 

documents, are removed. In the phase of indexing, an inverted, unordered table is ordered to improve the efficiency of the target query 

during searching by offering faster results. Such evaluation measures are paramount to assessing the efficacy of the IR system to make 

well-informed decisions to meet the information needs of users. Assuming that the selected search engines differ with regard to their recall 

performance, we used four main queries representing the most popular issues in the Arab countries in 2023. Table (1) shows the list of 

queries used for retrieving relevant documents and the total number of retrieved sites. 

Table 1. List of queries used for retrieving relevant documents from Google, Bing and Yahoo 

No. Query  Translation  Total of retrieved sites  

Google Bing Yahoo 

 Morrocco Earthquake 33,100,000 123,000 1,980,000 زىساه اىَغرة 1

 Riyadh Season 22,300,000 244,000   3,880,000 ٍىضٌ اىرٌبض 2
  Ukraine 13,700,000 282,000 2,010,000 أومراٍّب 3

 Storm Daniel 11,400,000  224,000 226,000 عبصفخ زاٍّبه 4

 Roshn League 9,060,000 183,000 1,900,000 زوري روشِ 5

As shown in Table (1), there are four multi-word queries (i.e., زاٍّبه عبصفخ اىَغرة زىساه , اىرٌبض ٍىضٌ , , and روشِ زوري ) and one-word query 

(i.e., أومراٍّب Ukraine). Based on the results of these queries, relevant and irrelevant documents are identified. Finally, the reasons for lexical 

ambiguity are outlined and discussed.  

4. Findings and Discussion 

By comparing the number of relevant documents produced by Google, Bing, and Yahoo search engines based on the five queries, we found 

that Google ranked the first as far as the multi-word queries are concerned. While Yahoo ranked first with regard to the one-word query. For 

further statistics, see Table (2). 

Table 2. Query-based total of relevant retrieved sites 

No. Query Translation  Total of relevant retrieved sites  

Google Bing Yahoo 

1 Multi-word queries 
 Morrocco Earthquake زىساه اىَغرة

15,888,000 
[48%] 

51,660 
[45%] 

930,600 
[47%] 

2 
 Riyadh Season ٍىضٌ اىرٌبض

10,258,000 
[46%] 

95,160 
[39%]  

 1,590,800 
[41%] 

3 
 Ukraine عبصفخ زاٍّبه

5,700,000 
[50%] 

 91,840 
[41%] 

99,440 
[44%] 

4 
 Storm Daniel زوري روشِ

3,895,800 
[43%] 

71,370 
[37%] 

741,000 
[39%] 

5 One-word query 
 Roshn League أومراٍّب

6,028,000 
[44%] 

169,200 
[60%] 

1,346,700 
[67%]  
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The data analysis showed that the performance of the three IR systems represented by the three search engines is negatively influenced by 

lexical ambiguity. Lexical ambiguity was the first reason for excluding the largest number of retrieved sites, and it was ascribed to the 

following reasons: 

4.1 The Morpho-Syntactic Nature of Arabic 

As a Semitic language, Arabic has a highly rich derivational morphological system, as any word is built from a root consisting of three 

letters, representing an index in an IR system. For instance, the lexical items ‘ٍحبرة‘ ,’حروة‘ ,’حرة’, and ‘ٍحبرة’ are derived from the 

three-letter discontinuous consonantal root and stem ‘حرة’.  Therefore, stemming, i.e., reducing the form of a lexical item by removing all 

suffixes, prefixes, and diacritics (i.e., special characters used above and below Arabic letters, e.g., damma, fatha, kasrah, and hamza), 

becomes really challenging in NLP applications. In any IR system, stemming is crucial to match them with other synonyms across the 

retrieved documents. The complexities of Arabic morphology due to non-concatenating affixes and clitics within Arabic words also pose a 

real challenge in the process of tokenization (Soudi et al. 2007). That is, one word might have up to four or more tokens. For instance, based 

on the discontinuous consonantal root ‘ضأه’, tokens such as ‘ٍطبئو‘ ,’ٍطؤوىخ‘ ,’ٍطبئيخ‘ ,’ٍطؤوه‘ ,’ضؤاه’, and ‘ٍطؤوىٍخ’. In other words, Arabic 

is agglutinative, i.e., affixes could be added to a root to form new lexical items that belong to the same lexical category or different 

categories, each with a distinct lexical feature.  

Furthermore, though a sentence could be nominal or verbal with a subject, a verb, and a complete thought (verb-subject-object, 

subject-verb-object, and object-verb-subject), a constituent might be deleted for a particular stylistic effect. For instance, Arabic allows the 

deletion of subject pronouns (the pro-drop feature) as long as they are recoverable based on the context. The result would be subjectless 

sentences (Chomsky, 1965), which are structurally ambiguous. Also, some structures are syntactically ambiguous due to syntactic 

movements and the absence of capitalization that shows where the sentence starts and where it ends. Further to this, structural ambiguity 

represents another challenge to IR systems. That is, the same stricture could be interpreted differently, i.e., two or more meanings are to be 

accepted. For instance, ‘ اىطعىزي اىفرٌق رئٍص ’ could mean either ‘the chair of the Saudi team’ or ‘the Saudi chair of the team’. In the indexing 

phase of the IR systems evaluation, there are two noun phrases (viz., the Saudi chair and the Saudi team) that trigger the two possible 

interpretations. Such unique and complex morhosyntactic nature of Arabic represents real challenges to NLP applications, including 

automatic text summarization methods (cf. Omar et al., 2023) and authorship detection (cf. Omar, 2021).     

4.2 The Orthographical System of Arabic 

Arabic is a phonetic language, but there is no one-to-one correspondence between letters and sounds. The shape of Arabic letters is 

rule-governed as it changes based on their position at the beginning, in the middle, or at the end of a word, e.g., ‘خ’ is used in initial/final 

position; ‘ــرــ’ is used in medial position ‘ــد’; and ‘’ is used in final position. Figure (2) displays an extract based on the query ‘  ٍىضٌ
  .is spelt initially, medially, and finally ’ف‘ and notice the way the letter ,’اىرٌبض

 

 

 

 

 

 

Figure 2. A screenshot showing lack of clear sentence boundaries in Arabic texts 

Also, punctuation marks have no strict rules as they are manipulated to perform different stylistic functions, which are crucial to 

understanding the meaning of a text (Dahl, 2018). Sometimes the absence of punctuation marks leads to the formation of one-sentence 

paragraphs. One more reason for lengthy sentences is the excessive use of connectors such as relative pronouns, conjunction letters, etc. 

Figure (3) displays an extract from https://www.aljazeera.net/ showing a lack of clear sentence boundaries in Arabic. 

  

 

 

 

 

Figure 3. A screenshot showing lack of clear sentence boundaries in Arabic texts 

Similarly, diacritics are problematic since they change the lexical meaning of a word. For instance, the lexical items ‘ًَقِسًَ‘ ,’قَس’, ‘ ًَ  and ,’قَسَ

 which are homographs—mean ‘foot’ (noun), ‘oldness’ (noun), ‘introduced’ (verb), and ‘forward’ (adverb), respectively. Most writers—’قسًُُ‘

nowadays do not care for these diacritics, thereby causing lexical ambiguity in many cases. Further to this, foreign and Arabized lexicons are 

used with different spellings, i.e., there is no standard form for transliterated and calqued words. The documents under exploration showed 

https://www.aljazeera.net/
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different spellings and transliterations for English words. For instance, ‘اىسٌَىغرافٍخ’(demography) is also spelt as ‘اىسٌَىجرافٍخ’ and 

 These facts pose a real challenge when (pre)processing Arabic texts automatically via the IR systems built into the selected .’اىسٌَغرافٍخ‘

search engines. Equally important, the process of normalizing Arabic script is thus another big challenge that affects the performance of 

such IR systems. Even if such IR systems managed to normalize the Arabic script with all its complexities and render it easily recognized, 

diverse cases of lexical ambiguity still exist.    

4.3 The Semantic Versatility of Some Lexical Items 

Put simply, a lexical item is said to be semantically versatile if it denotes or connotes different senses in different contexts. Such semantic 

variation takes place if lexical items are polysemous, homonymous, or polyonomous, i.e., they share various lexical semantic features. 

Indeed, Arabic is rich with lexemes whose meanings vary greatly, let alone the figurative use (or the sematic shift) of such lexemes. Such 

semantic complexity renders information retrieval from Arabic documents a difficult task due to issues related to lexical ambiguity (cf. 

Faizullah et al., 2023). The search engines in focus apparently lack a solid semantic-based searching system, which ensures more relevant 

information retrieval. For instance, the lexical item ‘عبصفخ’ is used in some documents as a denotatum with the literal meaning of a violent 

weather condition of strong rain, wind, thunder, and lightning, as in ‘ العاصفة ارجهذ إىى اىحسوز اىَصرٌخ، وضزؤثر عيى ُ وشمرد الأرصبز أ

ٍزعَق ٍْرفط هٍئخ فً وىنِ اىجلاز غرة أقصى ’ [Meteorology reported that the storm headed to the Egyptian border and would affect the far 

west of the country, but in the form of a deep depression]. Also, it was used figuratively as it was associated with strong feelings either 

positively or negatively, as in ‘اىسوري اىطعىزي...هو رغٍرد ٍلاٍح اىجطو؟ ً ً ٌثٍر عاصفة ف  An official statement raises a storm] ’رصرٌح رضَ

in the Saudi League... Have the hero’s features changed?]. Though such differences can be resolved by contextual clues, they still impede 

the pre-processing and normalization of Arabic data (Zait & Zarour, 2018).  

As mentioned earlier, the standard Arabic script uses diacritics to distinguish the possible meanings of words. With the normalization of 

Arabic script, it becomes challenging to distinguish such meanings. For instance, handing the letter alif the same by the IR systems makes it 

difficult to distinguish the uses of the grammatical units ‘  ُ ُ  ‘ ,’إ ُ  ‘ and ’آُ‘ ,’أ ُ  ‘ The word  .’إ  is used for emphasis, and (translated as that) ’إ

it is followed by a nominal sentence as in ‘ اىثلاثبء إن   روضٍب قصفذ ثٍْخ رحزٍخ ىيَىاّئ وصىاٍع اىحجىة ثأومراٍّب ً ُ ٌى ُ أومراٍّى قبه ٍطؤوىى
اىيٍو ذلاه ٍطٍرح ثطبئراد هجىً فً ’ [Ukrainian officials said on Tuesday that Russia bombed port infrastructure and grain silos in Ukraine 

in an overnight drone attack]. While ‘  ُ ‘ is followed by an infinitive as in ’أ  اىعساء ٍىجهب شهٍس، أّه شل لا طجٍعٍخ ىنبرثخ رعرض ٍِ مو إُ
ٌ وٍصر أجَعٍِ؛ ثطجت إعصبر ىٍجٍب ً ىٍجٍب أن ٌرحٌ الله ظحبٌبه  .Everyone who is exposed to a natural disaster is undoubtedly a martyr] ’ىلأشقبء ف

We extend our condolences to the brothers in Libya. May God have mercy on their victims and all of Egypt because of the hurricane in 

Libya].  Yet, the word ‘ُآ’ is used as a time indicator, meaning ‘it is time to’ and it is also followed by an infinitive, as in ‘ وشمر أّه قس آن
اىجسٌس اىنروي اىَىضٌ ثسء قجو اىَطيىثخ اىزعبقساد إّهبء فً ثجس ٌعَيىا أُ اىرٌبظٍِ ىيَطئىىٍِ ’ [He stated that it is time for sports officials to work 

hard to finalize the required contracts before the start of the new football season]. Finally, ‘  ُ ‘ is used to make a condition (=if), as in ’إ  قس
ُ اىْزبئح مبرثٍخ ً فزرح قصٍرح، وإن حسس شىل فطزنى ُ ثْفص اىَْطقخ ف ُ قىٌب  Two strong earthquakes may occur in the same area] ’ٌحصو زىسلا

in a short period, and if this happens, the results will be catastrophic].  

This finding is consistent with the findings of previous studies, which emphasized that the senses of words are crucial to the retrieval of 

relevant or irrelevant documents (Krovetz & Croft, 1992; Abderrahim & Abderrahim, 2022; Saidi et al., 2022). Conducting a word sense 

analysis of irrelevant documents could help with disambiguating them, thus improving the precision of IR systems. In other words, the 

distribution of highly frequent and rare senses would support conducting a deeper semantic analysis of the documents by means of 

clustering techniques.  

4.4 The Diaglossic Nature of Arabic  

Ferguson (1959) defined ‘diglossia’ as the use of two varieties of the same language in distinct situations to communicate diverse functions 

in the same speech community. In most Arab speech communities, three basic varieties are used: (a) Classical Arabic (high variety), which 

is restricted to the Quran, Prophetic speeches, and classical poetry; (b) Modern Standard Arabic (MSA) (low variety), which is used in 

formal settings such as media and academic settings; and (c) colloquial Arabic, a less-sophisticated form of MSA, which is used with family, 

friends, and others in everyday interactions, and it differs regionally (AlSuwaiyan, 2018). On the morpho-syntactic level, Classical Arabic 

and MSA share many aspects; whereas on the lexical level, they are markedly different (Simpson, 2019). In a document, more than variety 

might be used, for instance, "ضنىد عيى رزا جبء زاٍّبه إعصبر هو الله، لأٍر رحسي( اىرثب) اىجْىك فً اىفبئسح وثرىَبّه صبىح عقٍيخ أقر أٌبً قجو 
 A few days ago, Aguila Saleh and his parliament approved interest in banks (usury)] اىْبش ورظبهٌ ثئحلاه اىرثب. فأذنوا بحرب من الله ورسوله"

in defiance of God’s command. Did Hurricane Daniel come in response to the silence of the people and their satisfaction with the 

introduction of usury? Then take notice of war from Allah and His Messenger]. In the previous instance, Classical Arabic is used by 

incorporating a part of a Quranic verse ( ورضىىه الله ٍِ ثحرة فأشّىا ). Also, the whole utterance is rendered in MSA. Mixing both varieties in 

one document represents a real challenge to NLP applications as it accounts for many instances of lexical ambiguity. The reason is that high 

and low varieties differ in terms of syntactic structures, word usage, and stylistic features, and therefore data processing becomes difficult 

and even impossible.  

Equally important, the data collected comprised diverse Arabic dialects, including Moroccan Arabic, Libyan Arabic, Egyptian Arabic, and 

Saudi Arabic. Each dialect has its own lexicon, morphology, and syntax, which are not clearly sketched. The apparent ignorance of the 

peculiar linguistic aspects of the wide array of Arabic dialects in the search engines under exploration accounts for the notable difference in 

their performance in retrieving relevant sites. This finding agrees with Farghaly and Shaalan (2009) and Obeid et al. (2019), who empirically 
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stressed that most of the available and widely used research engines cater to MSA, and that the current IR systems are trained to handle the 

morpho-syntactic and semantic features of MSA. Let alone the fact that most of the users of search engines are youth who naturally use 

colloquial language (cf. Azmi & Aljafari, 2015).  

Also, it must be acknowledged that there is no standard writing system for colloquial Arabic due to massive dialectical variations. However, 

the ever-increasing number of social media networks supporting Arabic could be used by NLP specialists to outline the key linguistic 

features of concurrent Arabic dialects (Harrat et al. 2019; Hicham et al., 2023; Matrane et al., 2023). Therefore, integrating the linguistic 

features of recurrent Arabic dialects into the IR systems will enhance their performance, and offer more relevant information to search 

engine users. Furthermore, the pragmatic force of the same utterance might differ across a set of situations. Unfortunately, most of the NLP 

stemmers and parsers built in the three search engines under exploration are primarily designed to handle MSA data. This fact is affirmed by 

previous studies, which highlighted the peculiar linguistic features of the low and high varieties of Arabic. Such features should be taken 

into account by IR engineers in order to develop viable and trustworthy solutions to the problem of lexical ambiguity (Hijjawi & Elsheikh, 

2015; Mustafa & Suleman, 2015; Rodd, 2018).  

5. Conclusion 

The purpose of this study was to investigate the intersection of computational linguistics and natural language processing, with a particular 

focus on the interplay between Arabic and English within this multidisciplinary domain. The primary aim was to evaluate the transferability 

and applicability of computational methods, originally crafted for processing English texts, when applied to the realm of Arabic information 

retrieval (IR) systems. To achieve this goal, the study undertook a comprehensive examination of the challenges inherent in developing 

effective IR systems for Arabic, with a specific emphasis on the task of word sense disambiguation. Through a comparative analysis of the 

performance of three prominent search engines—Google, Bing, and Yahoo—in retrieving the most pertinent documents, the intricate nature 

of the Arabic language, which poses formidable hurdles for the creation of accurate IR systems, was considered. The results highlighted 

obvious disparities in the efficacy of the IR systems integrated into these search engines. These disparities can be attributed to four 

fundamental challenges: (a) the morpho-syntactic intricacies that characterize Arabic; (b) the idiosyncratic orthographical system of the 

Arabic script; (c) the multifaceted semantic adaptability of certain lexical elements; and (d) the intriguing diaglossic nature of Arabic, 

permitting the simultaneous use of multiple linguistic varieties within a single discourse context. 

Building upon the findings of this study, a spectrum of supervised machine learning-based solutions has been proposed, encompassing 

clustering models and region-specific adaptations. Furthermore, the integration of morphological analyzers and morphological 

disambiguation tools into search engines is recommended to heighten the disambiguation accuracy and overall performance of Word Sense 

Disambiguation (WSD) models, thus facilitating the resolution of writing ambiguity in Arabic information retrieval applications. Moreover, 

the study advocates for search engines to possess the capability to interpret queries across all Arabic dialects, including colloquial varieties. 

Recognizing the linguistic intricacies inherent in these dialects, the importance of accommodating these variations is underscored in the 

pursuit of more effective Arabic information retrieval systems. 
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